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INTRODUCTION

The value of any mental concept is determined by its
usefulness in aiding thought processes regarding certain el=-
ements of our environment. As the environment changes, so
too must the mental conceptualization of it. In this way the
recent development of the electronic computer and the lncreas-
ing demands which are placed upon the managerial capacity of
farmers seem to warrant a revislon of tne traditional concepts
of the farm management process,

There 1s another, indirect, value to deriving a concept
from some basic principles in this way, however. This is due
to the way in which such & procedure provlides 2 new approach
to the problem at hand and suggests many new and interesting
insights into 1t., Some such insights provided by the concepts
we discuss in the earlier chapters form the subject matter of
later chapters.

Tne formal discussion is initiated in Chapter 2 by conslid=-
ering the implicatlions of economic development and resulting
innovations for the farmer; in particular, the growing demand
oy farmers for assistance in their organization duties 1s noted.

In Chapter 3 we consider some previous classifications of
the Tarm management process. Implications from control theory
and computer simulations of the Luman problem solving process

are then utilized together with ore intuitive ideas to

wm

revise the classical normztive as:s ntions and formulate a more

oehavioral concept of the fzrm man ement process.
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The importance of problem solving activity in the farm
management process then leads us to consider this 1n more de-
tall in Chapter 4 where use 1s made of analogles between the
worklings of the human mind and the modern digital computer.

The processes of recognizing, defining and solving problems are
considered a useful classification of the problem solving proc=
ess and, finally, some consideration is given to the effects
upon these processes of problems which defy a clear-cut defin-
ition.

In Chapter 5 we consider the elements which seem to be
common to all problem situations and we combine the work of psy-
chologists, on the one hand, and economists, on the other hand,
to develop a generalized model of a dynamic problem situation.
A distinction is made between the ways 1n which farmers and
economists seem to conceptualize problems and attempt to solve
the overall economic problem facing the farmer.

A brief consideration of the complicated effects of imper-
fect information 1s given in Chapter 6 together with some con=-
slderation of the converse simplifying effects of the assump=-
tion of certainty (perfect knowledge).

We then go on to consider more fully the hilerarchical na=-
ture of the farmer's interpretation of the problem situation
he faces, Also, we consider some reasons for its exlstence
and some advantages to be gained from it,.

In Chapter 8 we consider some of the implications of the

farmer's mental construct and how it relates to our concept of



the problem solving process.

Chapter 9 is glven to considering the general form of the
mathematical programming model and its interpretations and so=-
lution. The special case of linear programming is given par-
ticular attention.

The next three chapters consider the uses and relevance of
operations research procedures in assisting the processes of |
recognizing, defining and solving problems. Some detall 1s
given in Chapter 11 of how the normal linear programming proce=-
dures can be interpreted in this light,

The concepts developed allow us to conceptualize the char-
acteristics of ill-defined problems more clearly in Chapter 12,

In Chapter 13 we consider briefly the processes underlying
the quantification of a model and note the potential for elec=-
tronic data processing in this field.

We end the main part of the discussion in Chapter 14 by
glving a more detalled description of work which has been done
towards relating models in the characteristic hierarchical struc=-
ture utilized by farmers' mental processes. Consideration is
glven to reasons why this appears to be a fertile area for fur-
ther study.

The concluding chapters, 15 and 16, are given to consider-
ing the more interesting concepts derived in the discussion and
Their lmplications for agricultural extension, then summarizing

the discussion retrospectively.



GENERAL ECONOMIC BACKGROUND

When considering entrepreneurial activity in general it
has been common for economists to distinguish between two types
of activity, namely, organization and supervislon.

The managerial activity referred to as organization 1s the
selection of the firm's goals, formulation of possible plans,
selection of a plan to be followed and analysis of the results,
etc, In general, we might say that organization 1s the activ=-
ity which results in choice of a particular plan of action.

Supervision, on the other hand, 1s the managerial activity
required after the plan has been chosen and it is desired to put
it into effect. Thus, we might consider formulation of the dai=-
ly work plan and adjustments to the overall plan of action ne=-
cessitated by unforeseeable varlables such as the weather or ma-
chinery breakdowns..

It will be élear that the supervision activity also calls
for evaluations and decisions and, hence, the distinction be-
tween the two 1s ill-defined and the dividing line between the
two may be shifted in elther direction according to individual
interpretation., In large industrial enterprises the distinction
seems to be relatively well defined whereas in agriculture both
actlvities are normally carried out by the farmer,

The relevance of the distinction for the purposes of this
thesls 1s due to the changes in these two areas of activity

which are resulting from the economic development now being ex-



perienced in some countries.

Under conditions of subsistence agriculture supervision 1
tends to be by far the more important activity. The production
pattern is fixed by tradition and changes only very slowly over
a long period of time by means of trial and error and processes
of natural selection. Very little change 1s encountered from
year to year, except perhaps in the weather and other natural
phenomena, and the farmer carries on followlng ‘similar plans
from year to year. Also most famillies are self-sufflcient
in all their needs and the activities of each family are rela-

tively independent of the llves of the other famllies in the

community.
The Effects of Economic Development

The process of economic development, however, seems to be
synonymous with the generation of new knowledge and specializa=-
tion of duties of individuals within the community. Econom=-
ic development stems from a long chaln of cause and effect rela-
tlonshlps which are at best poorly understood. And in any case
the path followed by the economic development will be determin-
ed by the cultural values and reactions to change of the indi-
viduals within the community. However, one of the initial steps
1s often the change from a subsistent and self-sufficient econo-
my to one of a market economy., Thils allows individuals to spe=-
clalize in different directions of entrepreneurial activity and

allows advantage to be taken from the greater productive effi-



ciency possible. (This greater productive efficlency is the
force motivating the specialization), However, this speciali=-
zation, while allowing the benefits of greater productive effi=-
ciency, also results in greater interdependence between the mem=
bers of the community. For example, initially the blacksmith
will become dependent upon the farmer for his food and the farm=-
er will become dependent upon the blacksmith for shoeing his
horses and mending his ploughs, Characterlistically we find that
this procedure continues with economic development until, in
such countries as the United States of America, a large propor=-
tion of farm inputs are purchased from the non-agricultural sec=-
tor. ©TFor example, American farmers now buy large quantities of
fertillizer, herbicides, insecticldes and machinery from the non-
agricultural sector and many processes such as butter and cheese
making are no longer carried out on the farms. This speclaliza-
tlon, together with the increased productivity it facilitates,
willl also allow the generation of new technology which also
causes greater interdependence. For example, farmers come to
rely upon the supply of fertilizers and herbicides, etc., which
were not avallable previously. Also, the techniques of farming
become more developed and specialized and the members of the
non=agricultural community expect a higher degree of processing
and quality in the products they buy. .

Thus the farmer is no longer a 'Jack of all trades.' He

has become a more and more specialized operator.



The Economic Forces Underlying Speclalization

It will be useful at this point to consider the economic
forces determining the degree of specialization which occurs.

We can consider the classical form of the production func-
tion as shown in Figure 1 where the output Y is related to the
level of input of X1 in the manner illustrated with the level
of input of all other resources being held constant., We might

write this as:

Y:i (x.‘ x2, X3 ® &0 v 8 800y xn)

The curve illustrated indicates an area of first lncreasing
and then decreasing returns to the level of resource use., We.
can next consider the product transformation curve which can be
interpreted as the use of fixed levels of the resource X 1in the

production of varying ratios of outputs Y and Z (Figure 2).
Y =1 (X | X0 Xzp eeneenes Xp)
Z = f2 (Y1 ' Ye’ ij e v e 00wy Yn)

i X1 + Y1 = constant, we can write

Y=6 (2) where G 1s the product transformation
function. If we consider that we have some criterion such as
price, profit, etc., for comparing the rates of return from the

two directions of production, we can draw this into the diagram

as shown by the straight lines.
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Figure 1, 'Classlical' production function
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Flgure 2. Product transformation and eriterion functions



Applying classical war-inal an~lysis then tells us that, if
the production possibilit: curve ic concave to the origin, the
'highest' level of the crlterion fusction is attained where the
production possibility curve is tancent to the criterion curve,

Thus, a combination of outputs Y and 2 is the most 'prorlfitavle.'

We can see that, assuming the classical input-output rela-
tionship already illustrated, the level of resource availabili-
ty may have an important effect on tie level of specialization
which should occur. However, assuming only one resource
is obviously very unrealistic; so, we will consider the inter=-
action of several production possibility curves, one for each
resource.,

Figure 3 i1llustrates the situation and shows how, in this
case, the most profitable mix of outputs Y and Z wlll be Y! and
!, |

Now let us assume that the production possibility curve
which is convex to the origin corresponds to the limited manage-

@ and

rial capacity or managerial 'restraint' of the entrepreneur
that the other two curves refer to the gquantities of land and
capital which the entrepreneur controls. We can then visualize
that as economic development occurs, the quantitles of resources

such as land and capital which the entrepreneur controls, will

increase., This will result in a gradual 'relief' of the land

8%e could develop the same results if we assumed it was
linear or even concave to the origin if the criterion function
were even more concave,
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Output Y
n

o Criterion line

N

OQutput Z

Figure 3, The interactlon of several production possibility

curves
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and capital 'restraints' and the two corresponding production
possibility curves will 'move away' from the origin. The mana-
gerial restraint will becone the more important one and vecause
of 1ts shape greater specialization will be profitable. Two
different entrepreneurs with different aptitudes and experiences
will have different managerial production pessibility curves,
Hence, the first might find it more 'profitable' to specialize
in production of product ¥ and the second, in production of
product 2.

This result will also be encouraged by the fact that as
economic development occurs unew knowledge 1s generated, technol-
oglies become more sophisticated, and again the managerial con-
straint i1s emphasized.

Bconomlc development may also result in hlgher entrepre~
neurial income and in the entrepreneur wishing to devote more of
nis time to -leisure activitles, again adding emphasis to the
managerial restraint.

On the other hand, however, it may become possible to edu-
cate the entrepreneur better and this may have the effect of re=-
lieving the managerial restralnt to soume extent.

It should be noted that i1f the criterion function is not a
straight line as we have assumed (i.e., if the entrepreneur has
a preference for specialization or diversification), this will
affect the degree of specialization also.

Historically, we ma~ say that sveclalization has occurred



12

to a very great extent and there seems little reason why this

trend should not continue.
The Implications of Economic Development and Specialization

We should notice that the change from subsistence agricul-
ture to a developed agriculture with greater specialization has
caused greater interdependence between the members of the commu=-
nity and has resulted in a high rate of technologlcal change.
These two factors together result in greater changes 1n prices,
values and techniques, etc., taking place which mean that the
organizational part of a farmer's dutlies are considerably in-
creased and may be expected to increase as economic development
continues,

If the managerial capacity of the farmer 1s a limiting fac-
tor on the income he can derive from his other resources, we can
impute a value to it. Also, we know from classical theory that
if the farmer wishes to increase his income above the level to
which his managerial capacity limits him, then it will be advan=-
tageous for him to increase his managerial capacity until the
marginal cost of the increase 1s equal to its imputed 'shadow'
value, This may well mean that it will be to his advantage to
hire the services of someone to assist in hls managerial dutles.

These inferences form the basic motivation for this thesls
and the distinction which was made earlier between organization
and supervision in entrepreneurial activity as well,

Recent results of economic development in the United States
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in particular, have resulted in the generation of many new
managerial alds. These have become known as operatlons
research (0.,R.) techniques and they rely heavlily upon anoth=-
er development, that of the high speed electronic computer.

These new methods form a very complex and speclallzed
aberration of managerial activity. They do have a high
productivity in certain situations but thelr application to
practical problems requires considerable specilallzed training.
However, it would seem that if the forces of economic devel-
opment do tend to emphasize the importance of the managerial
restraint as we have suggested above, and 1f these operations
research methods do have a hligh productivity in aiding the
managerial process, then 1t would seem to follow as a natural
implication of these results that it will be to the advantage
of many farmers to hire the services of an 0,R. speclilallist to
help with thelr managerial duties,

If the value of these new methods 1s not as great as we
have assumed, however, a farmer might prefer to employ a
supervisor, commonly called a 'foreman' or 'right-hand-man,'
This posslibllity is by no means new but to carry out his
duties efficlently, the supervisor needs to be available 'on
the spot', full-time to make small, quick decisions. On many
large farms this alternative has been followed but to the
average family farm the employment of a full-time foreman is
uneconomlc. For thls reason and because 1t is not new, we

will tend to lgnore this possibility and consider only the
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possiopllity of employing the organization specialist, and
mainly on a part-time basis. This would allow the farmer to
concentrate on the task of supervision and would facllitate
the application of any of the new organization methods which
prove valuable, via the specialist's knowledge. Also, it is
worth noting that most of the new operations research methods
whilch seem to have immedlate potential for application to
agriculture seem to be classifiable as organizational rather

than supervisory aids.
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A CONCEPTUALIZATION OF THE MANAGEMENT PROCESS

The objJective of this chapter will be to formulate a con=-
cept of the managerial process in agriculture which will be of
use not only as a useful mental construct. but also later when we
wish to consider certaln aspects of the process in more detail.

As already mentloned, we can conslder the duties of manage-
ment as consisting of supervision activities and organization
activities. In order to agree with the current nomenclature of
the literature on the subject, we will consider the term 'man-
agement' as roughly equivalent to 'coordination.' Thus, our
definition includes more than just decislion-making as in Simon's
definition (1, p. 2), and it includes more than just organiza=-

lon as we have defined 1it.
Previous Classifications

Heady (2, p.-466) has emphasized, as we have already seen,
that "the need for management arises out of the dynamic condi-
tions of change or variabillity of price and production quanti=-
ties which can only be estimated subjectively for the future,"

He thus observes that the fundamental roles of management
are to:

1. Formulate expectations of the conditions which
will prevail in the future.

2. Formulate a plan of production (er investment)
which 1s logical and consistent with expectations.

5. Put the plan of action into effect.
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4, Accept respousibility for the economic consequences
of the plans.
Jonnson and Haver (3, p. 8) classify the fundamental roles
of management as follows:

1. To observe those factors which effect his busliness
environment,

2. To analyze the data so obtalned.

3, To decide on a course of action indicated to him
by this analysis.

4, To act on this decision and put the course of
action into effect.

5. To accept responsibility for the consequences
followlng this course of actlon.

They enumerated five flields which are liable to change and,
hence must be studied by the farmer,.
1. Prices.
2., Production methods and responses.
3. Potential technologlcal changes.

4, The personalities of people directly and indirectly
involved in their business activities.

5. The general political situation.

A similar classificatlion has been followed by Bradford and
Johnson (4, p. 7).

Simon (1, p. 2) conslders the management process as roughly
equivalent to the decislon-making process. Thus, he considers
only a subset of the managers' duties as we have classified
them but he enumerates three types of activity for decislion
making.

1. Intelligence activity
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2. Design activity
3. Choice activity

Intelligence activity is interpreted, using the military
use of the word intelligence, to be the process of observing
and searching for conditions calling for declisions.

Design activity refers to the process of inventing, devel=-
oping and analyzing possible courses of action.

Choice activity is the process of selecting a particular
course of actlion from those avallable.

He also distinguishes between two polar types of decislons,
'programmed decisions' and 'nonprogrammed decisions.' Decisious
are 'programmed' to the extent that they are repetitive and rou-
tine and that a definite procedure has been evolved for handl-
ing them. They are 'nonprogrammed' to the extent that they are
novel, unstructured and consequential. No well-defined method
for handling them is available in a routine way.

Nielson (5) has classified the management process as con-
sisting of the following elght categories:

1., Formulation of the goals or objectives of the
firm or unit.

2. Recognition and definition of a problem or recog=-
nition of an opportunity.

3. Obtaining information - observation of the
relevant facts. )

4, Specification of and analysis of alternatives.
5. Decision making = choosing an alternative,.

6. Taking action - implementation of the alternative
selected.
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7. Bearing responsibility for the declsion or action
taken.,
8. Evaluating the outcome.

He points out that these steps need not be followed strictly
in this order. The farmer 1is able to jJump from one to another.
Nielson considers that for the farm as a whole, the steps are
all, more or less, continuous processes.

Nielson's classification is somewhat different from the
other classifications 1n that 1t 1s somewhat more descriptive
and less normative. And he contends that empirical research,
such as the Midwest Farm Management Survey (6), does imply that
farmers carry out most of these processes, However, any norma-
tive or descriptive study of the managerial process comes up a=-
gainst the problem of defining the goals, objectives, or prefer=
ences of individual human beings. These are always highly indi-
vidual and make it very hard to deal with individual farms under
the framework of ény general model, For these reasons, it is
hard to verify the approprlateness of any particular classifi-
~cations. It was probably in an attempt to avoid some of these
difficulties that most of the models proposed by economists have
assumed the classlical normative model of an economic man who 1is
rational, has considerable knowledge, a well-organized and stable
system of preferences at least in ordinal terms, and chooses to
maximize something (profits, utility, etc.) However, more mod=-
ern developments from behavioral science, economics and psychol=-

ogy ralse considerable doubts regarding many of these assumptions
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and suggest more appropriate ones.

It 1s often not the case that farmers wish to maximize
profits and it is questionable whether farmers do try to naxi-
mize anything.a It is also important to remember the limita-
tions on man's behavior which are imposed by his limited access
to information and his limited abilitlies to perceive, process
and analyze information (10).

Nielson's treatment of the managerial process draws heavily
upon theoretical and empirical work in psychology and recogniz=-
es that farmers may have multiple and shifting goals and multi-
ple and snifting means for attaining goals; also, that the rec=-
ognition of a problem is an important and elementary function
of the manager, We will see the importance of these concepts

in a behavioral model of the management process later.
Cybernetics and the Farm Firm

The reader may have noticed that all the classificatlons
of the managerlal process which we 1included in the last section
referred to the importance of observing the environment around
the farmer and using this information to derive a plan of
action, Hence, we can see that a large part of the farmer's
duties in carrying out the managerial process may be dealt with
best in terms of an information-processing model. The consider=-

atlon of Information-processing leads us to consideration

®Except perhaps such vague entities as 'satisfaction' or
utility'over some time period.
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of a relatively new academic field often referred to as 'Control
Theory' or, to give it the name coined for it by Wiener, Cyber-
neties., We will now give a orief consideration of some of the
elements of thlis new discipline as they apply to the situation
exlisting on the typical family farm.

We will hereafter refer to the process of collecting infor-
mation, analyzing it and deriving a plan of action as that of
problem solving. As we have noted above, problem solving is un-
doubtedly one of the most cruclal processes included under the
heading of farm management.

There 1s often much discussion among economists and agri=-
culturalists about the differences which exlst between farming
businesses and industrial businesses. However, 1f we conslder
elther type of business as an information processing organiza-
tion, we find that not only are the two organizations very sim-

ilar, but they share many of these simllarities with other or=-
ganizations such as machines in an automatic factory or cells
in a living organism. It i1s these similarities or generaliza-
tions which form the subject matter of Cybernetics.

One of the first and most classical publications on Cyber-
netics was a book by Wiener (7) published in 1948, The reader
1s also referred to (8, p. 96) and (9, p. 76) for simple, . brief
discusslions of the topic. The basic premises are that the es-
sential processes in the functioning of any organism are infor-

mation transfer or 'communication' and control. From this, it
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follows that all the components of an organization work tdgether
in & communications network. And, they operate in this manner
to reach or maintain an external goal (or its goal image within
the organization). The concept of a goal 1s an important one,
A goal is defined to be that object or event which the behavlor
of an organization operates to reach or maintain. If the behav-
ior of an organization is not orientated towards the achievement
or maintenance of some goal, 1t 1s sald to be purposeless. That
1s, we do not need to argue about the presence or absence of a
goal, The answer to its exlistence lies in whether or not we can
regard the behavior of an organization as directed towards the
achievement or maintenance of some object or event.

Goals may be simple or complex and an organization may have
a whole set of simple and complex goals. We will now utilize
the degree of complexity of these goals and theilr mode of use
by the organization as a criterion to use in ranking the
organization. 'This ranking will reflect the ability of the
organization to use information and 'make up its own mind.'
We will progress from a consideration of the most elementary or-
ganizations to the simple goal malntalning systems, then to the
automatlic goal changing unit, and finally to the reflective goal
changing units.

First, we can consider the two types of elementary organi-
zatlon - the transformation unit and the sorter,

The transformation unit (Figure 4) is directed continuous=-

ly from an external source and can find no goal of its own, An
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example is a gear train, It performs the three functions of re-
ception, conduction (or transformation) and output transmission.
A continuous sequence of goals result in a continuous stream of
output,

The sorter (Figure 5) is somewhat like the transformation
unit in that it has to be fed continuously, but it can perform
simple search and recognition operations common to more com=-
plicated processes., An example is a gravel sorter. The rules
for sorting (or decision) are built into the unit.

A slightly more complicated organization 1s the simple goal
maintaining unit. This 1s one of the simplest organlzations
which can control its actions towards the maintenance of a goal.
The cruclal element of this simple organization which allows 1t
to control i1ts own operation i1s the presence of a feedback-loop.
Tals feedback=-loop allows the unit to monitor its own operation
and compare this with 1ts goal. 1In this way it can detect error
between its own operation and its goal and hence, 1t can take
action to reduce the error and thereby maintain its goal. Fig-
ure 6 shows this situation diagramatically., An example of this
type of unit is the governor on a steam engilne,

It 1s important to notice that purposeful control is impos=-
slble without some form of feedback. And since, by definition,
the achlevement or malntenance of a goal is impossible without
purposeful or 'goal-directed' control, it follows that feedback
and control are essential for the organization to achleve or

maintain its goal(s).
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The three elements, transformation units, sorting units
and feedback are the basic elements from which more complex and
more versatile organlizations can be built.

The next type of organization which we wish to conslder as
we proceed up our 'scale of complexity' is the automatlc=-goal
changing unit., This is but one of the many organizatlons which
can be derived from the three baslc elements considered above.
This organization (Figure 7) has several alternatives prepared
for action and also has the rules set up for applying one or the
other of them when external conditions change. It can pre-
dict the best alternative; this prediction requiring a second
order feedback system or memory. We could cite the example of a
cat that chases a rat - not by followlng the rat's position at a
given time, but by leading the rat's position based on its memo-
ry of how rats ran in the past. Another example 1s a telephone
exchange. Thus, the immediate goal of a telephone exchange is
to search and find a specific number dlaled by a subscriber.

Its goals change for each different number that is dialed.

We call such an organization whlch can control itself and
particularly 1f 1t can change i1ts goals, an autonomous organiza=-
tion.

The additlion of a memory i1s the cruclial element which has
allowed this organization to become autonomous. And the larger
and more accurate the memory and the faster the recall, the more
autonomous the organization can be,

The additlion of a memory raises many interesting possibili-
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ities, one of which is learning. Thus, the cat can learn by ex-
perience how to predict more closely how the rat will run. The
telephone exchange can be rewired to include more numbers,

We can also note that operating with a memory will imply
different priorities or values for messages into and out of the
memory and for different actions, For example, a telephone ex-
change recelving several calls at once must decide which to an-
swer first.

Finally, we can consider the 'highest' level of autonomy
which contalns a third-order feedback system or what 1s called

a consclousness. We will call it a reflective goal-changing

unit (Figure 8)., Such an organization can collect information,
store 1t in its memory and then reflect upon or examine the con-
tents of the memory for the purpose of formulating new courses
of action.

An example of such an organization is not hard to find
since 1t 1s what we would expect of any buslness organization
or human being. If we imagine someone sitting in a chair consid=-
ering what he should do next out of the possibilities open to
him, we have an example of someone using their reflective goal=-
changing circults. Indeed, the average farmer and, hence, the
average farm firm are fairly good examples of a relective goal=-
changlng organization.

In the above diagram the dotted lines refer to comparisons
of what 1s going on with what has happened in the past and what

mignt occur in the future, which may be regarded as second and



Receptor ‘/) Recall
i~ T )
:
[
Decision (~ "~~~ - i- "~~~ -~~~ Memory
i
:
— |
——————J{f = Selection
Effector
Recombination

Figure 8, Reflective goal changing unit




28

third order predictions.

The addition of a consciousness opens up vast new opportu=-
nities, TFor example, learning can be made selective, the atten-
tlon of the organization can be redirected, the network condl-
tions in an organization may be investigated, the memory can be
searched, and the differences between various actions and the
goals which direct them percelved. The organization becomes
able to direct 1ts own growth and make innovations., It even
becomes possible for the organization to replace faulty parts.

Communication and control diagrams along the lines of those
1llustrated above are useful alds in ;§alyzing the structure and
efficiency of a buslness and thls applies also to farm busines-
ses, Naturally, these diagrams can become very complicated but
because of the importance of the processes of communication and
control in the operation of an organization, they are very use-
ful. One such generalized dilagram (9, p. 86) which summarizes
some of the above discussion in terms of the usual business or-
ganlzation is outlined in Figure 9. In terms of a typical farm
the farmer functions as both the goal-setter and the controller.
Tne controlled system will naturally be the farm. The uncon-
trolled disturbing influences will be such things as weather,
prices aﬁd technological change. The sensors will be the hired
laborers or members of the farmer's family who report the state
of the farm to the farmer and in this case the farmer, also, may
operate as a sensor himself. Other sensors reporting the more

external influences to the farmer will be market reports, out-
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look reports, newspapers, etc. The information processor at
the present time 1s also the farmer; however, one of the objec-
tives of this thesis is to consider the relevance of the new
operations research and computer methodology to the duties in-
volved in problem solving (which includes information-proces-
sing as we are using the word here) on the farm. We can see
clearly here how the need for information processing arises as
a consequence of feedback which we have already seen is essen-
tial for control. Thus, in terms of the farm, it can be seen
that any improvements in information processing which may be
possible with the new operations research methods may also re=
sult in better control of the farm, 1.e., better goal achleve=-
ment.

We should notice the importance of the goals which apply
to the farm, Although the processes of goal setting, control=-
ling, and informatlon processing are all carried out by the
farmer, we will see the reason for separating them in the
next section when we consider simulations of the humaﬁ
problem solving process.

Before we move on, however, it will be instructive to point
out that this system as we have descrlibed it is overly simpli-
fied; thus, each of the sections which we have been cgnsidering
could be represented as a similar subsystem. We could regard
it as an hlerarchical system of subsystems with an hierarchical
system of goals. Again, the importance of this observation will

be seen more clearly later,
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Simulations of the Human Problem Solving Process

We saw in the last section how human belngs could be re=-
garded as reflective goal changling organizations and we saw the
extreme generality of the processes of feedback and control in
purposeful activity. It is not surprising, therefore, that a
fair amount of work has recently been done upon examining human
problem solving processes in terms of information processing or
feedback and control processes.,

Newell, Shaw and Simon (11, 12, 13, 14) were among the
first to attempt simulations of the human problem solving pro-
cess using an electronic computer. The results of their work
created much interest and has slnce led to many other simula-
tions of the human mental processes. (See Reitman (15) ). But
the underlying methodology and rationale for using computers
have remalned essentlally the same as those outlined by Newell,
et al. The basis of their simulations can be regarded as proc=-
esses of feedback and control., Thus, they postulated (1, p. 27)
that the human problem solving process proceeds by means of
1) erecting goals, 2) detecting differences between present
situation and goal, 3) finding in memory or by search, tools or
processes that are relevant to reducing differences of these
particular kinds, and 4) applying these tools or processes,
Tnus, each problem generates subproblems with subgoals until a
series of subproblems are found which can be solved. The solu=-

tion of this series of subproblems then solves the overal prob=-
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lem, If the identification of these subproblems seems too in=-
tractable as may often occur in practice, the individual may
accept an approximation, i1.e. a partial solution corresponding
to solutions of a subset of the subproblems.
The model of a human being's mental equipment postulated
by Newell, et al. (11, p. 3) is as follows:
1. A control system conslsting of a number of
memories which contaln symbolized information
and are interconnected by various ordering
relations.
2. A number of primitive information processes
which operate on the information in the memory.
Each primitive process i1s a perfectly definite

operation for which known physical mechanlsms
exist.

3. A perfectly definite set of rules for combining
these processes into whole programs of proces-
sing.

They point out that an explanation of an observed behavior
of an orgenism is provided by a program of primitive information
processes that geherates this behavior, Also, they hold that
the appropriate way to describe a plece of problem solving (at
this level of deta;l) i1s in terms of a program - a specification
of what the organism will do under varying environmental circum-
stances in terms of certain elementary information processes it
is capable of performing. They formulated such programs for ap-
plication to electronic computers producing what they called the
'logic theory machine' (L.T.) and the 'general problem solver'

(G.P.S.). They found that these 'simulators' showed many resem=

blances to the human problem solving process as it had been de=-
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scribed in the psychological literature., Thus, they held that
this was good evidence that the human problem solving process
followed similar programs of primitive information processes.
They summarize theilr model of an individual's problem
solving equipment as "an information-processing system with a
large storage capacity (memory) that holds, among other things,
complex strategies (programs) that may be evoked by stimuli."
The content of these strategles is largely determined by the
previous experience of the system and the actual strategy evok-
ed depends upon the stimulus. They point out that the storage
of these programs 1s the reason why the system can respond in
complex and highly selective ways to relatively simple stimulil.
We will consider thlis as our model of a farmer for later
discussion, This may seem unwarranted in terms of the evidence
which exists but we do so because 1t is so simple and concrete\
and seems so acceptable intultively., Also, it provides us with
a thread of continulty which runs right through psychology, hu=
man behavior, human problem solving processes and, hence, oper=-
ations research. It also provides us with a useful conceptuali-
zation of a problem and a solution algorithm as we will see la=-

ter.
A Revislon of the Classical Normative Assumptions

In general economists have adopted two different approaches
to the study of the managerial processes of farmers. One is the

normative approach which considers what the farmer ought to do
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assuming he conforms to the traditional assumptions of ratlion=-
ality, considerable knowledge, stable ordered preferences, etc.
The other approach has been the descriptive approach which stud=-
les whnat farmers actually do. The approach we will follow here
will be somewhat between the two. We willl follow Nielson 1in
adopting a largely normative approach but like him we will

not restrict this to the assumption of a traditlonal economic
man, We will make use of the more reallstic behavioral assump=-
tions which are becoming available as a better understandling

of the human problem solving process is evolved. These are
assumptions recognizing the limlited access to information
which farmers have that assume only limited computational
abllity and hence do not assume perfect rationality and
maximizing behavior on the part of the individual. As Simon
(10, p. 272) points out so effectively:

"The classical theory is a theory of a man choosing
among fixed and known alternatives, to each of which 1s
attached known consequences, But when perception and
cognltion intervene between the decision maker and his
objective environment, this model no longer proves ade-
quate, We need a description of the choice process tnat
recognizes that the alternatives are not given but must
be sought and a description that takes into account the
arduous task of determining what consequences will follow
on each alternative... As every mathematiclan knows, it
1s one thing to have a set of differential equations, and
another thing to have their solutions. Yet the solutions
are logically implied by the equations - they are 'all
there' if we only knew how to get to them! By the same
token, there are hosts of inferences that might be drawn
from the information stored in the brain that are not,
in fact, drawn. The consequences implied by information
in the memory become known only through active information
processing, and, hence, through actlve selection of partic-
ular problem solving paths from the myriad that might have
been followed,"



The model of an information-processing goal orientated or-
ganization along the lines of the model of thé human mental e=
quipment postulated by Newell et al. provides us with one such
set of explanations and assumptions, and the ones which we will
make the most use of.

The classical normative assumptions about human behavior
might be summarized as those of strict rationality. This as-
sumption requires 1) that a consistent and stable ordering of
preferences exlsts, 2) maximizing behavior, i.e., that the indi-
vidual will always prefer more rather than less in terms of his
preference ordering (16).

Schoeffler (17) examines the theoretical requirements for
rational action and infers that they are so strict that nobody
could satisfy all of them. He concludes that for practical pur=-
poses it would be sufficient if a decision maker's behavior
tends towards the desirable norm.

Simon, és we have seen, also recognizes these difficulties
in terms of the computatlional limitations of the individual, EHe
points out that the individual would have to explore so many &al=-
ternatives and the information he would need to evaluate them
would be so vast that even an approximation of ratlionality is
hard to conceive. He suggests (18, p. 79) the distinction be-
tween 'objective' rationality and 'subjective' rationality; an
actlon being objectively rational if it truly maximizes his
utility and veing 'subjectively' rational if it maximizes his

utility relative to his actual knowledge of the subject,
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In our model we will consider the farmer as attempting to
be 'subjectively' rational. This seems a far more reasonable
assumption since, however, in the writer's opinion, farmers may
seldom manage to be even 'subjectively' rational.

Accepting less than strict rationality as we have suggested
above means that we are prepared to accept that the preference
ordering may not be so consistent and stable; thus, individuals
may not be able to discern small preference differentials and,
hence, will be only subjectively rational from this point of
view. Shepard (19) indicates much evidence that this 1s so.

Similarly, accepting less than strict rationality means
that we are prepared to accept less than maximizing behavior
which implies sub-optimizing behavior., If we accept this, we
can see more clearly the logic underlying the theories postulat-
ed by psychologists, by Newell, Shaw and Simon, and by econo=-
mists belonging to the 'satisficing' school of thought, that in-
dividuals act by means of setting goals or 'aspiration levels'
and exnibit 'satisficing' behavior rather than maximizing be-
havior,.

For our behavioral model we will assume 'subjective' ra-
tionality only and the implications which this has in terms of
less consistent preference orderings and 'goal setting' or 'sat-

isficing' behavior.



37

The Revised Model of the Farm Management Process

We will now outline a behavioral model of the farm manage-

ment process which we will use as a 'norm' for our later discus=

sion of the managerial process.

We conceive of the farmer as the most crucial element in a

communications network. He is the coordinator of all the oper-

ations going on on the farm. The farmer's managerial activities

include:

4.

Duties as an individual in which sphere his main
managerial function is to have preferences and
desires. These may be conscious or subconsclous
and he must reflect them in a set of overall goals
for the farm firm which he formulates, 1l.e. he
functions as a goal=-getter for the farm,

Duties as a problem-solver when his primary pur=-
pose 1s to gather and process information for the
purpose of controlling the operatlions on the farm
to approach as nearly as possible the goals he
has set, (This will, of course, include the
formulation of subgoals and subproblems., )

Duties as a conftroller in wnich capacity he must
implement the plans arising from his problem solv=
ing activity; that 1ls, hlis dutles are to change
decisions into observable actions.

Duties as a member of socliety. That is he must
accept responsibility for his actions®; i.e., the
consequences of his actions.

Since we are interested in considering the farm management

process in relation to the fleld of operations research and be=

cause of the lmmense importance of the farmer's activity as a

%Yle may note that there will be interactions between these
duties. In particular, there may be interrelations between the
farmer's duties as an individual and as a member of society.,
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problem solver, we consider the farmer in terms of an informa-
tion-processing model, That 1s, we consider the farmer as a
goal-orlented organization with a memory of vast storage capac=-
1ty. The memory contains programs of primitive information
processes and other elements in storage which are unique to the
particular farmer and result from his past experience. The pro=-
grams enable the farmer to perform sequences of information
processes on the contlinuous sensory influx and on the elements
in the memory. The speed and capacity of the farmer's mental
equipment are limited, however, and these limitations result in
the farmer's behavior being somewhat less than completely ra-
tional,

We can conslder this sub-rationality as coming from two
causes: 1) Inability of the farmer to express his physiological
requirements, values and desires in terms of a set of goals and
2) from inability.to compute a plan for controlling the farm
which is optimal in terms of the goals outlined. These inabil=-
lties reflect inabllities in problem solving activity which is

the subject for closer study in the next chapter.
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PROBLEM SOLVING IN THE MANAGERIAL PROCESS

In the last chapter we considered some aspects of the over-
all managerlal process and we derived a model using concepts
from a wide variety of sources. The purpose of deriving this
model was to facilitate further discussion of the relevance of
the new O,R, techniques to the farm management process, And,
because the modern O.R. methods are of most importance in aid-
ing the process of problem solving (equivalent to information
collection and processing), we formulated it as an information
processing model of the farm firm.

We also gave conslderation to the position of problem-solv=-
ing in the management process and having already noted the par-
ticular relevance of O,R. methods to the problem solving process,
we wlll now make use of our model in giving further

consideration to the problem selving process.
The Motivation of the Problem Solving Process

In our model of the management process we consldered the
farmer to have a set of goals., We have seen how these goals do
not exist as an independent set but rather as an hierarchical
structure of goals, and we have noticed how many of these goals
may be subconscious., It was for this reason that we referred to
them as 'physiological requirements, values and desires' forming
the normal vague economic terminology applied to them. The ori-

gin of many of these goals is obviously obscure and undoubt-
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edly highly individual., Thus, economists have avolded any close
scrutiny of these so-called 'preferences' except in a highly ab=-
stract and generalized way as 'utility.' Good examples of these
approaches are the books by Arrow (20) and Von Neumann and Mor=-
genstern (21), Much attention has been focused on the so=-called
preference ordering as we saw briefly in section (1v) of Chapter'
3. The model which we are postulating, however, follows the ap=-
proach of cybernetics and considers a system of goals, and these
goals, 1f not achieved, are conslidered to have welghts., It may
or may not be a mofe convenient formulation for the purposes of
explicit computations. However, it does enable us to formulate
a simple and intuitively very appealing concept of the motiva-
tion behind the problem solving process. Thus, we see that
problem solving activity will be stimulated when the farmer ob=-
serves that his present performance and the expectations of his
projected future plans fall short of his goals. Or, in the ter-
minology of cybernetics, when 'feedback' 1.e. information, indi-
cates a large error between a farmer's operation and that of his
goal, problem solving activity will be stimulated.

It 1s Interesting to note the similarity of this concept
to the theory of 'cognitive dissonance' developed by Festinger
(22). 'Cognitive dissonance' is interpreted as a form of psy=-
chological discomfort which is postulated as an 1mportant.mo-
tivating factor. Thus, a farmer is saild to feel this internal
conflict when:

1. He perceives that any facts, beliefs or opinions
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that he holds are not consistent with other facts,
beliefs or opinions that he holds.

2. He observes that any of his values conflict with
others of his values.

3. He observes that his own behavior is not consistent
with any of his values,

4., He observes a disparity between hls goals and the
achievement of his goals.

It 1s the author's opinion that our model is a much better
conceptualization of the real world behavior of farmers than the
more normal construct of a rational, economic man with a more or
less continuous system of preferences and who attempts to maxi-
mize his 'utility.' One reason i1s that our model gives us a
vetter explanation of how people in varlous parts of the world
under varying degrees of deprivation can all be more or less
satisfied with their results - since they have different goals.
We have seen above, how problem solving activity is motivated,
but 1t is also important for us to note here that a problem may
exist (i.e. there may be a disparity between a farmer's achieve=-
ments and his goals) but if feedback, in the form of observa-
tions and/or recordings is poor, it may not be perceived by the
farmer. Also, as we saw earlier, when the process of cognition
is included in our model, a problem may be perceived by the
farmer as part of his 'sensory influx' but it may not be recog-
nized as a problem. For example, some new technology might be
potentlally valuable to a farmer but, if he is either totally
unaware of the new technology or 1s aware of it but does not

see 1ts potential for application, 1t will not be incorporated



42

into his farming activities.

Evidence for the above conclusions is given by the results
repofted by Lee and Chastain (23) who point out that the per-
ception and definition of problems 1s a problem in itself, and
one to which management should apply i1tself efficiently. They
cite evidence of the inablility of farmers to recognize problems
from a survey of over 250 Farm and Home Development familles 1n
Al abama, They state that over half of the farmers surveyed in-
dicated that they thought their buslinesses were being run as
efficlently as possible, yet the farm business summaries usual-
ly revealed basic weaknesses in operation and/or organization.

We can see, therefore, that the ldentification of problems

1s indeed an important process and worthy of further discusslon.
Problem Identification and Definition

One of the observations included in the last section was
that we can define a problem as existing when there is a dis-
parity between an individual's achievements and his goals, And
for more complex organizations such as human beings which can
predict, we can obviously extend thlis to include a disparity
between goals projected into the future and the corresponding
projections of achlevements.

We can, therefore, define a problem for many purposes as
a triple (At' By, ¢%) where At corresponds to the overall state
of the world which exists, By corresponds to the overall state

of the world defined by the farmer's goals, and é't corresponds
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to the overall set of possible controlling actions which could
be taken to ensure that the goals are achleved as closely as
possible. From this we can define a solution to a problem as
a set of controlling actions = * which, if taken, would result
in the best possible achievement of the farmer's goals (24).
‘For the purposes of describling a problem situation as a

triple, we can regard the set A, as a complete and comprehen-

t
sive '"list' of all the elements or attributes which are used to
define the state of the world which exists. Slmilarly, By can
be regarded as a 'list' of goals corresponding to the elements
or attributes which are used to define the 'aspirational' state
of the world. Also, we can regard the set 3 . as a 'list' of
possible controlling actions, These 'lists' however, can be
considered as having a complex hierarchical structure, or, in
other wo;ds, they consist of related subsets. For example,
chestnut trees which are ten years old and twenty feet high are
none the less chestnut trees. And, weaner hog production 1s
none the less hog production and hog production is, in turn,
none the less animal production,

We have already noted the limited cognitive ability of hu-
mans, so let us now consider the fairly widely accepted fact
that people can never completely comprehend a real world prob-
lem sltuation; thus, they have to limit themselves to dealing
with models composed of elements abstracted from the real world
sltuation., We can denote a model as the triple (Ag, 35,=;g

and the solution to the model as 3 & where the subscript =
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refers to elements of the model where A_ C Ay, Bg € By and
3 s €34 . However, since we will be dealing mainly with
models, it will be more convenient to drop the subscript g,
but remember that it is implicilt.

In the last section we noted the results of Lee and Chas-
tain who also point out that 'perception and definition of
problems is a problem in itself.' They are, of course, point-
ing out the need to observe any discrepancies between achieve-
ments and goals and the need to lsolate the important elements
of Ay, Bt and 2 4 which are relevant to obtalning a solution to
the problem, That is, we need to abstract a 'model' of the
overall problem, the solution of which will give at least a
useful approximation to the solution of the overall real world
problem. We can, therefore, regard problem-solving activity as
consisting of three separate processes:

(1) The. process of perceiving a disparity between
achlevements and goals.

(11) The process of abstracting the most important
elements of the overall problem situation to
build a 'model' of the problem situation.

(111) The process of deriving a solution to the model
and translating this into the terms of the over-
all problem.

It should be noticed that a complete solution to an overall
real world problem situation 1s seldom possible. We can, how-
ever, quite often find complete solutions to the models which
arise as abstractions from the overall problem situation.

A somewhat different approach is that of Reitman (24)
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(25, p. 166) who points out that most considerations of problem
solving have dealt with 'well-defined' problems only. He con-
siders a 'well-defined' problem to be one for which there 1is
some given systematic way to decide when a proposed solution 1is
acceptable. Thus, he contends that we have a whole continuum
from well-defined problems to ill-defined problems; a problem
is well-defined if, when given to a number of different problem
solvers, 1t evokes similar solutions. It is said to be 1ll-de=-
fined if 1t evokes a whole range of different solutions., We
might quote two examples to clarify matters: thus, a problem
such as 'to find the solution of a given and determinate set of
linear equations' would be a well-defined problem since there
exists only one unique solution., On the other hand, a problem
such as 'the composition of a piece of music' is an ill-defined
problem because even among musiclans it would result in many
different solutions. Thus, the i1ll-defined problems are more
ambiguous and according to Reitman, this 1s due to 'open con-
straints' which can be 'closed' in ways which suit the problem
solver,

We can easlily identify such a range of problems in agri-
culture, Thus, a problem such as 'design a set of farm build-
ings' would be an ill-defined problem, whereas, 'find the com-
bination of hog and corn activities which will maximize dollar
returns from ten acres of land and forrowing space for five
sows at a time, no other resources limiting and assuming that

the production and price data glven is known with certainty'
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would be an example of a relatively well-defined problem.

As Lee and Chastain (23) point out, "A clearly defined
problem i1s one of the prerequisites for sound thinking" and
1t is also a prerequisite for a management specialist 1f he
is to know in advance that his solutlion will be acceptable.

Unfortunately, in many cases, it is the definition of
the problem which is hardest to achleve., Once this is done,
the problem is often virtually solved. Thus, the definition
of the probleﬁ of writing a plece of music is not complete
until the music is written. As Reitman shows in this case,
the constraints 'proliferate' as the composing continues
until either no solution is possible and the composer has to
try another sequence of possibilities or else an acceptable
solution is found.

Ill-defined problems are common to the farmer and even
more so to the management specliallist because 1t 1s often not
at all easy to define elither the farmer's objectives or goals,
nor is 1t easy to define the constraints under which he
operates, i1.e., the 'amount' of control he can exert.

According to Reltman, thereifore, there are two fairly
distinct methods for solving problems depending upon whether
they are well-defined or ill-defined. The solution of an 11l=-
deflned problem is often, to a large extent, a matter of
defining the problem; in other words, selecting a sequence of
feasible attributes for the prospective solution until either

the constraints proliferate to such an extent that no solution
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exists and another sequence of feasible attributes must be
tried, or, an acceptable solution is found.

A well-defined problem, on the other hand, is solved by
means of dividing the problem into subproblems with subgoals
whicn will achieve the overall goal. This process proceeds by
trial and error until all subproblem(s) can be solved., An ex-
ample of thils hierarchical structure of subgoals, which are
sald to be in a 'planning relation' to the overall goal, is
given by someone solving a geometrical theorem in stages of
proving angles equal or unequal, lengths equal or unequal, etc.,
until finally the theorem is proved. We should note that the
solution procedure may break down in either case, for 1ll-de-
fined problems when there are conflicting goals and for well=-
defined problems when computational capacity is insufficient.

In reality, of course, as Reitman points out, the problem
usually lies somewhere between the two polar types and contains
elements of each.

Let us now return to discussion of the problem solving
process along our previous lines. It is interesting to note
the similarity of the points made by Reltman and Lee and Chas=-
tain; thus, according to the latter, problem solving activity
depended upon first defining the problem (model), then solving
it. In terms of Reitman's approach, this is similar to first
solving the 1ll-defined parts of the problem and then solving
the resulting defined problem. However, it is to be hoped that

the discussion of Reltman's work has helped us galn some idea of
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the processes which are involved in first defining and then
solving the usual partially ill-defined problem as it is first

perceived by the farmer,
The Relevance of the Computer to the Problem Solving Process

We have seen how problem solving usually proceeds by means
of constructing a model of some sort as an abstraction from the
overall problem situation. We wrote this model as a triple
(A,B, » ) and noted that a solution was given by a sequence of
processes = ¥ ¢ 2 which when applied to A resulted in B, How-
ever, to mentally derive the solution.:b*'to the model of a
problem, we have to go through another sequence of mental proc-
esses, —» , wWwhich end when the solution, $‘*, is found. We have
already seen how attempts have been made t0 simulate these men=-
tal processes on computers. Also, we have considered some of
the differences which occur if the problem 1s ill-defined or
well-defined.

Simon (1, p. 2), as we have already noted, distinguishes
between what he calls brogrammed declslons and non-programmed
decilslons which correspond roughly to the solution of what we
are calling well-defined and ill-defined problems.

According to Shepard (19, p. 260), we can regard the farmer

as having a remarkably well-developed perceptual apparatus which

fWe will later gilve conslideration to procedures which
allow the processes of problem definition and problem solution
to be carried on simultaneously.
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leads to a 'multidimensional sensory influx' which is then
broken down in an extremely complex way to a manageable set of
discrete environmental properties and objects. This process of
perceptual analysis is then followed by an analogous but reverse
process of synthesis and leads to complex coordinated behavior
sequences, However, as a result of the technological advance
of western soclety, the synthesls required 1s becoming more and
more complicated (as we saw earlier in Chﬁpter 2). More alter-
native responses and more detalled responses must be analyzed.
Also, 1t seems that for many of these loglcal and combinatorial
processes 'man is outperformed by the computer with its ability
for rapld storage, retrieval, and rearrangement or recombina=-
tion according to strict deterministic rules.'

Thus, computers are fast taking over the manipulations re-
qulred for solving well-defined problems but so far they have
not taken over the solution of ill-defined problems to any great
extent (1, p. 20). In other words, computers are powerful tools
for solving problems which require simple manipulation, but they
are so far proving to be of little help in the process of model
building or abstraction of problems,?

The reason why electronic computers are fast taking over
the solution of well-defined problems 1s as follows. If we re-
gard a computer as a machine for manipulating symbols (either

mathematical or alphabetical), 1t is infinitely superior in

aWe will make some modifications to this statement later.
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speed and accuracy to the abilities of human beings for carry-
ing out similar manipulations,

.The main limitations of modern computers would seem to be
the restricted memory capacity which they have and the way in
which they must be instructed (programmed) to carry out these
manipulations., On many of the larger modern computers, however,
the memory capaclity 1s reasonably adequate for most purposes,
What restricts thelir use most is the detall with which they
have to be programmed and the effort which goes into providing
data in a form in which it may be fed to the computer, 1.e., 1ts
'perceptual apparatus' is quite poor.

Let us state this in terms of our model of the managerial
process to see more clearly the relation of the computer (and,
hence, O0.R. technology) to our model of the managerial process.

First, the problem 1s percelved by the farmer as a discrep=-
ancy between his achievements and his goals. He then tries to
solve the problem by making mental manipulations upon elements
in his memory and other data which he may collect. Often these
problems are poorly-defined so the processes of definition and
solution are carried on together.

Some problems, however, require very many manipulations
which are beyond the capacities of the human mind both in terms
of speed and accuracy. - However, 1f these problems can be defin-
ed and fed to the computer in computer format, then the computer
can be instructed to carry out the manipulations and, hence, re-

lieve the farmer of this task., This procedure is apparently
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worthwhile for quite a number of problems. However, to be able
to program the computer to carry out these manipulations we must
firs£ be able to specify them in great detail (i.e., normally as
arithmetic and logical operations). Thus, if a farmer uses a
sequence of mental processes, - , for deriving a solution, #»* ’
to a particular problem, then to be able to instruct a computer
to carry out the same processes, we must be able to speclfy them
in detall, This detalled specification of the process, —, 1s
usually not worthwhile for specific problems, the procedure more
normally being to specify in thls way only programs which may be
used in a wide variety of problem situations. These specifica-
tlons of sequences of manipulations form the so-called computa=-
tional algorithms of modern O.R. technology. One of the major
obstacles to modern operations research is the lack of knowledge
of human problem solving processes. Once these are more explic=-
1tly known and can be stated as computer programs, it is like=-
ly that computers will be able to perform most of the mental
processes now peculiar to human 'thinking' (26) and probably
many more also.

In the next chapter, we will conslider the elements of a
problem situation more closely which will be useful later for
further consideration of modern operations research technology

In the processes of problem recognition, definition and solution.
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THE GENERAL FORM OF A PROBLEM SITUATION

The objective of this chapter will be to discuss the ele-
ments of problem situations and discuss a particular generali-
zed model of a problem situation. The reasons for dolng this
are, firstly, that any generalizations which we can make about
the structure of problems will facilitate further discussion of
the operations research methods now avallable; secondly, it will
help us ellucidate what information 1s required to deflne a
problem; thirdly, 1t will enable us to consider the effects on
the problem solving process of incomplete information regarding
the various elements of the problem situation.

We have already seen how the operations research algorlthms
can be regarded as sequences of manipulations which are applied
to the elements of a model of a problem situation to derive a
solution., That 1s, these algorithms deal with the manipulation
of symbols representing the model. It 1s not surprising, there-
fore, that mathematics and the theorems it provides is the life-
blood of the study. lMany of the results of mathematics which
have been bullt up over the centuries were very valuable in de-
veloplng the general theory of operations research over the past
two decades, In this way the general methodology of most oper=-
atlons researchers has been to bulld abstract mathematical mo-
dels of certain operational problems which arise. The results
and theorems from mathematics are then applied to these models

to attempt a solution of them. This involvement with mathemat-
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ics are then applied to these models to attempt a solution of
them. This involvement with mathematics has resulted in much
use of mathematical symbols and notation in operations research
and we will not hesitate to make use of mathematical notation

in developing a discussion of a generalized problem situation.
General Economic Problems

Economics is often defined as 'the study of the alloca-
tion of limited means among competing ends.' And, most of the
problems which face the farmer can be considered in this means=-
ends framework. As Koopmans so aptly puts it, "The analytical
separation of preference from opportunity" (26). In terms of
our model, the ends are the farmer's goals and the means,

which are limited, refer to the control which a farmer can
exert upon the variables affecting his farm and, therefore,
the achlevement of his goals.

We should notice clearly, however, that the underlying
assumption 1n defining economic problems is that if the
'means' are not limited to the extent that the ends compete,

then no economic problem exists.
The Production Function Model

One concept of a problem situation is that which is
implicit in theory about the production function. Thus, we

can consider a farmer's utility (U) as being a function of
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'output' variables (y;) and we can write:

U=G(yi) 1:1, 2’ veessessll

And, these 'output' variables will be outputs from the produc-
tion process and, hence, will be functions of the 'production

variables' (xj). Thus, we can write:

Y1=fi(xj) J =1, 2, eeveeeen

Eowever, there 1s a tremendous range of production variables and
they can be dealt with at all levels of detall. We might define
a 'production variable' as 'anything which affects the process
of production,' and it i1s immediately obvious that these range
from variables over which the farmer can exert close control to
variables over whiéh the farmer can exert no control, Thilis is
not a simple classification since there are all shades of gray
in between these 'polar types.' As examples, we could regard a
farmer as having good control over what constituents he put into
a particular feed mix. He has rather less control over the ex=-
act date on which he can plant his crops (due to the restraints
placed upon him by the weather). He will have very little con=-
trol over such things as the prices he recelves for his products
and, finally, he has no control over such things as the weather,
However, 1f we wished, we could consider production variables

as belonging to two separate groups. A set which he can control
we could call 'action variables' and a set which he cannot con=-

trol we could call 'event variables.' We can, therefore, write
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the production function model as:
Maximize U = G (yy) L = 1y 25 ssenenll
where y; = fi(xj’ zk) J =1, 2, cecennuny
k=1, 2y, soseeecally
where the xy are the action variables and the 2zy are the event
variables, The limitations upon the set of actions are stated

as constraints in the form
g(xj,zk) {“.E y Ty E:} 0

In parenthesis we might here note that if a farmer 1is to
control the production variables to hlis best advantage, i.e., to
optimize the index U, then he will only be able to do this most
effectively if ne can predict the future values of those varla-
bles, z,, which are beyond his control. The extent to which he
can predict the values of the uncontrollable varlables depend
upon his ability to isolate 'cause and effect' relationships
with other variables which he can control or predict and the
distance into the future over which his predictions range. It
now becomes clearer why we earlier considered the farmer's man-
agement duties to include 'predictions' or 'formulation of fu-
ture expectations' and 'analysis ¢of alternative plans of ac=-
tion."'

The writer feels that it i1s important here to realize that
in formulating a plan of action, it is important for the farmer

to appreclate the degree of control which he has over the action

varlables and the reliability of his predictions concerning the



56

event variables., These two factors will give him an idea of the
amount of uncertainty about the future which he faces. It also
allows him to distinguish between the two alternatives for re-
ducing uncertainty about the future.

{. Planning to increase his degree of control.

2. Improving the accuracy of his predictions.
A Generalized Problem Situation

We now return to the main theme of our discusslion and con-
slder the elements of a generalized problem situation as they
have been outlined by Hildreth (27). Our presentation will fol=-
low Hildreth's presentation quite closely.

The relevant parts of a problem are sald to be: a set of
possible events, a set of possible actions, a set of strategles,
a set of consequences, a criterion for ordering the consequences
and a function asslgning a consequence to each palr consisting
of an action and an event.

An event z 1s one of the set of possible events Z (writ=-
ten z C Z). It is a variable or combination of variables rele-
vant to the declsion-makers welfare and behavior but outside his
control. These elements reflect the uncontrollable and unpre=-
dictable nature of the farmer's environment. Such events for a
farmer might be the occurrence of a certain set of prices or
weather,

An action x is an action or a combination of actions which

1s a subset of the set of possible actions X, (writtem x C X,).
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We add the subscript z here to emphaslze that X, depends upon
the events which occur. Some examples of actions for a farm-
er might be: selection of a crop plan for next year, the sign-
ing of a contract, the selling of some corn, etc. To indicate
the dependence of XZ upon Z we note that the plan for next year
will depend on the avallability of capital which will be deter=-
mined by the weather and last year's crop yields.

A consequence 1s a meaningful result or combination of re-
sults of actlons and events. It may take an infinite variety of
forms. Thus, net revenue realized from a cholce of inputs and
actual weather and prices, good seedbeds resulting from careful
cultivation and even pride of ownership resulting from recent-
ly expanded acreage all are examples of consequences., We could
denote the relationship of a consequence y and a pair of actions
and events as:

¥y = q (x,2) and y CY
then, being the function assigning a consequence to each pair
consisting of an action and an event.

A strategy, which we will denote as 6 , is a function that
designates an action corresponding to any selected event., Thus
we can write:

x = o0 (2)

It denotes a way for a farmer to react to the uncontrolla-
ble events in his environment., We should notice, however, that
under certainty, the distinction between an action and a strat-

egy vanlshes because all events are known in advance.
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Finally, we need a criterion for ordering the consequences.
This may or may not be readily avallable. For the present we
will assume that one i1s available which reflects the farmer's
preference ordering.a

Under certalnty this is fairly simple since there 1s a one=-
to-one relationship between actlons and strategles, However,
under uncertainty and in a dynamic situation, both of which
characterize the real world, the relationship between 'prefer-
ences, ' strategies and consequences is more complicated. Indeed

at present there seems to be no precise economic theory to deal

with such situations. Frequently consequences are ordered by

some real valued function., The function is interpreted as some=
thing llke net revenue, cost, utility or expected utility. Such
a function will be called the crliterion function and denoted as
0. If we denote the value of the function evaluated for a par-
ticular consequence y, as U, we can write:
U= ¢(y)

In most farm management situations we try to choose the crite-
rion function so that 1t is fairly easily quantified but on the
other hand, still reflects the farmer's preferences gquite close-
ly.

The overall decision problem, therefore, is to find the
strategy, ¢, which will optimize the value of the criterion

function over the given set of possible actions for the given

%In the terms of our model, we regard the farmer's prefer=-
ence ordering as being derived from his system of welghted goals,
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set of events.
Some simple examples might be:
(1) 2 - a set of prices

X - a set of input-output combinations on the produc=-
tion function

¥y - net revenue

¢ - the farmer's utility function.
If we then assume that the farmer's utility function increases
monotonically with expected net revenue (i.e., the expected net
revenue reflects the farmer's preferences adequately), then net
revenue can be used as the criterlon function.

(2) Z - a set of possible production functions

X = a set of input combinations

y - the resulting input-output combinations

¢ - the farmer's utility function.
In this case, 1t might be harder to find a criterion function
which adequately reflected the farmer's goals since we would
have to determine probably indirectly, how the input-output
combinations affected the farmer's utility level, As in the
previous example, one simplifying assumption might be to aggre-
gate the input-output combinations resulting from a particular
strategy together into a single value such as the expected in-
put=output combination.

The above model described by Hildreth, while allowing for

uncertainty in defining the set of events beyond the farmer's

control, does not explicitly allow for the dynamic nature of
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many decision problems, Thus, many decisions made at the pres-
ent time ramify far into the future and in most cases the fur-
ther we try to project ourselves into the future, the less ad=-
equately we can predict the situation which willl exist.

We should perhaps note that uncertainty may surround both
future preferences and future consequences (26). Thus; to be
quite general, our model needs to be able to take account of un=-
certainty of future preferences on the one hand and the uncer-
tainty of future opportunities on the other.

Unfortunately, little work seems to have been done to try
to incorporate the uncertainty of future preference and hence,
the consumer's desire for flexibility of future preferences in-
to general economic theory. The general effect of a consumer's
uncertainty over what his future preferences will be would seem
to be that he will want to leave certain decisions about con=-
sumption until a later date, If, on the other hand, he knew
with certainty what his future preferences would be, then it
seems reasonable to assume that he would be willing to commit
himself to a certailn future consumption program at any time.
This 1s not the case in the real world, however, and consumers
frequently wish to delay thelr choices until they feel as con-
fident as possible of their preference expectations.

This has important implications for farm management because
it casts doubt on the assumption that a system of preferences

exist from which our criterion function can be derived,®

a
Hence, also, the exlistence of a set of goals.
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As an example, we might consider the case of a farmer who
wants to formulate an overall farm plan but has never kept
hogs. He does not know until he has had experience of hog-
keeping whether he will put some high positive or negative non-
pecuniary value on such an activity. In other words, 1f he in-
corporated hogs in his overall plan he might find out later that
he strongly disliked hog-keeping and want to dispose of them 6r
vice versa, The information on future preferences 1s Jjust not
avallable,.

However, some decision has to be made and some assump-
tion about future preferences must be made in evaluating future
programs of action. What assumption is made will depend upon
the situation., (It may be that an organization speclalist could
relieve the farmer's uncertainty to some extent in such situa-
tions by reviewing his experience of other farmers' reactlions in
similar situations.) In the terms of our model we avold this
question by assuming that a set of goals exlsts.

It 1s easy and instructive to make this analytical separa-
tion between 'preference' uncertainties and 'opportunity' uncer=-
taintles in theoretical terms but in our model as outlined by
Hildreth, this distinctlon i1s not made, uncertainty of either
type beilng aggregated into the set of 'events,' This is deemed
acceptable mainly because actions taken to combat uncertalnty
of either type will be similar in terms of the production plan
adopted. For further discussion and a review of the ways of re=-

acting to uncertainty, the reader may refer to Heady (2,p.500).
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We can see that the model so far elaborated does allow for
uncertainty. It now remains to show how the model can be modi-

fied to incorporate the dynamic nature of problem sltuations.
The Dynamic Model

According to Hicks (28, p. 192), the change from a static
to a dynamic system in the theory of the firm requires that two
anmmendments are necessary. Thus, the elements of the system
have to be dated and the values of the criterion function cor-
responding to the different consequences have to be replaced by
discounted values,

We will modify our model in a similar manner thus, we will
append time subscripts to the elements to date them and we will
replace our set of consequences by a set of state variables
(s € 8). These state variavles will be regarded as defining
the state of the system at any particular time., The wvalue of
the criterion functlon evaluated for each time period will
then reflect the discounted value of each of the 'states of
the world.'

Uy = §y(sy) where ¢, reflects the discounted value.
The state variables will be determined by the actions and
events occurring in that period and the values of the state
variables resulting from the previous time period.
8y = qt(xt'zt'st-l)
And, as we have noted before, the set of possible actions

in a particular time period will be determined by the state of
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the system (e.g., availabilities of land, labor, capltal,
etc. ).
Xy € Xy

and Xy = G (sy_,) where G 1s a relation defining the
bounds upon the set of actions.

We should notice also that as each cycle passes more
information will become available, In this way the elements
of any or all of the sets defining the problem situatlion may
change. In particular, we might note that although the events
z, are outside the farmer's control, he may predict which -
event Zy will occur in each time period: t=t,t+1,....,%t+n.

But with the passing of every time period and accumulation of
more information, better predictions of the z4 will be possible.

It 1s convenient to bring in the concept of a planning
horizon at this point. And we can define it here, descrip-
tively, as the length of time over which expectations are

formulated - in the above case, n periods.
A Problem Situation as a Quadruple

The previous model which we described as outlined by
i1ldreth seems to make the implicit assumption common to
economic theory that the farmer's goals cannot be achieved,
i.e., that the goals are unreallistic. When we conslder the
farmer as a reflective goal changing unit as we saw earlier
and as seem to be the interpretations implied by the work on

simulation of human problem solving, we see that this is not
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necessarily the case., A better interpretation of the situa-
tion would seem to be that the farmer has a set of goals and
a system which he 1s controlling. As long as he does not
recognize a disparity between goals or achlevements, no
problem 1s recognized. However, such a disparity may occur
due to either a revision of the farmer's goals or results
occurring which are not as good as were expected. In either
case, the disparity 1s not likely to be so large that no
reconciliation is possible. (Results of Lee and Chastain,
(23), for example). If, therefore, we consider a problem
situation in this light, our original model of a triple
(A,B, = ) seems more appropriate, However, we should perhaps
bring another component into this definitlon to reflect the
uncontrollablility, unpredictability, and difficulties of
measurement, which surround real world problem situations.
We will, thus, bring into our model a set of events~ 25€C Zy,
but, as before, we will drop the subscript s. We should note
that Z; will also have the hilerarchical 'list' type structure
of the other elements of our definition. Our model can,
therefore, be regarded as a quadruple:

(A,2,B, > ) where AcA,, ZcZy, BCBy, 3c> ¢ and

(A4,24,B¢y & ¢) 1s the actual overall problem

situation which exists.?®

8We conceptualize the overall problem situation as a
hypothetical 'model' of infinite detail.
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In this model the solution will be the sequence of
processes or actions which achieve the goals B in light of

the expected (predicted) event z.
Conceptualizations of Farmers and Economists

It is interesting now to note the similarity which exists
between our dynamic interpretation of Hildreth's model and the
definition above since in a more or less equlvalent way, we
could write Hildreth's model as:

(st_1,zt,st,xt) where S, defines the goals to be
achleved in period t.

The criterion function ¢ is only needed because we assume
'insatiable preferences' instead of a set of satiable goals
which could be expressed in terms of future 'states' or con-
sequences.

It is the writer's opinion that economists should realize
that our model of problems and problem solving, which we have
derived from psychologists' simulations of the problem solving
process, 1s a more useful one for solving subproblems arising
in the practical managerial process.

It is only when we conslder the long run effect which
occurs as farmers revise thelr goals to the level of achleve=-
ment possible that the usual economists' model is appropriate.
That means we can distinguish here between problems as they
are perceived by the farmer and problems as they are per-

ceived by the economist. The economists' conception is one



66

optimization of the overall problem whereas the farmer's

conception 1s one of reconciling achievements and goals for

the models of the overall situation which he recognizes,
However, the overall effect of the farmer's management

procedure, including revision of goals, 1s one of attempted

optimization.
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IMPERFECT INFORMATION AND THE MANAGEMENT PROCESS
The Effects of Imperfect Knowledge

The heading for this chapter implies that in some
problem situations complete information is available regard-
ing the elements of the problem. When this occurs, however,
it is because either we are only dealing with a very small
subset of the elements of the overall real world situation
or we are dealing with some hypothetical problem (such as a
mathematical problem). It seems true to say that we can
never conceilve a perfect comprehension of an overall real
world problem situation, only of certain elements formling a
model abstracted from it. And, frequently 1t happens that
we wish to solve models about which we have only imperfect
knowledge regarding the components, i.,e., we may not be aware
of all possible actions or all events which may occur. We
may not be able to predict exactly which event will occur,

We may not know the consequences exactly or which conse-
quences result from which actions and events. We may not even
know the criterion functlion exactly, but for our purposes we
are assuming that we do.,2

The questlon then arises of what difference does this
make to our abillity to derive the true solution to the prob-

lem? It follows as an elementary principle of control theory

8As a set of welghted goals.
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which we were consldering earlier that any solution we derive
without perfect information will be unlikely to be the true
solution but it is likely to be an approximation of the true
solution.

There are many different approaches to the solution of
imperfectly abstracted and imperfectly quantified models of
problems, One of the commonest methods both in theory and
practice used by farmers and economists allke is the assump-
tion of certainty. While this assumption seems to be a
legitimate one for static problems in dynamic problems its
use lnvolves the danger of investing fixed resources in a
way which later turns out to be sub-optimal, In solving
dynamic problems, therefore, a farmer's information may
indicate a certain sequence of actions but before he invests
in a particular plan, the farmer should attempt to measure
the degree of uncertainty surrounding his information, If
his information appears to be good then the plan will prob-
ably turn out to be quite close to the true optimal plan.
However, 1f the uncertainty surrounding the information is
high, the farmer may be better off to invest some resources
into incorporating some flexibility into his plan (i.e.,
invest in providing greater possibilities for control in
the future). Or, he may prefer to invest in better informa-
tlon with which to formulate his plans. In all cases, he will
have to decide between more efficient operation in the

present or in the future. Hence, much will depend upon the
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rate at which he dlscounts future income.

Other approaches to the problem of deriving solutions
under incomplete information have been attempted. It seems
that at the present there is no simple and precise answer to
the problem., One épproach which has recelved conslderable
attention has been that of the Game theory. But most of
these models hypothesize the situation of complete informa=-
tion regarding all the elements of our generalized problem
sltuation except for the information about which event will
occur, For this 1t assumes complete ignorance., It seems,
therefore, that it hypotheslzes an extremely rare situation
and probably for this reason has not found much practical
application.

Any study of declsion making under uncertalnty seems to
involve the calculus of varlations which is normally too
complicated for most practical purposes, although there
seems to be some hope that practical assistance in this
direction will come from stochastic programming models {29),8
So far, however, these models have not received too much
attention. |

We see, therefore, that as far as helping the farmer to
decide how to react to uncertalnty in practice is concerned,
the majority of O.R. methods are of little help. The only

thing which they seem capable of doing is to reduce the

8See also References 20, 31, 32, 33, 34, 35, 36,
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uncertainty by allowing better data to be computed and larger,
more detalled models to be utilized.

While there seems to be much scope for further study of
decision making procedures under uncertainty, 1t will not be
appropriate for us to pursue this subject very far due to
(1) the comparatively poorly developed state of this area of
theory and (ii) the fact that we are more interested in the
procedures actually used by farmers. We will tend to consi-

der only methods of eliminating uncertainty from the model.
The Assumption of Certalnty

A factor which 1s often used for classifying O.R. methods
is that of the informational states surrounding the set of
events of problems which the methods are designed to deal
with. Thus, Elsengruber and Nielson (29) consider the decision
making models of farm management as falling within three
classes:

i) where the set of events ('states of nature')
can be predicted with certainty.
11) where they can be predicted only by a
certain probablility
111) where they cannot be predicted at all.
These refer to the so-called states of certainty, risk and
uncertainty respectively.

Farmers' mental processes and, indeed, human mental

processes 1n general seem to encounter great difficulty in

dealing with stochastic elements of problem situations. If

our model of the human mental processes is at all realistic,
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this is not surprising since elements of the real world are
hypothesized to be stored as discrete data in the memory.
These data are constants which do not change except as the
result of manipulations of them. The only possibllity for
dealing with stochastic elements mentally (or on a computer)
will, therefore, rely on using discrete data in a determin-
istic conceptualization of the stochastic processes.
Unfortunately, these deterministic conceptualizations are
normally much more complicated and are therefore avolded as
much as possible. This is no doubt the reason why, in the
writer's experience, farmers usually deal with lack of knowl-
edge by first assuming that it does not exist; i.e., thney
assume that their estimates of the elements of the model are
completely accurate. They then modify the solution to the
model to make allowances for the dangers of committing
resources to plans which later turn out to be sub=-optimal,
We can examine some of the simplifications which result from
the assumption of certainty in terms of our generalized model.
Thus, we noted earlier

y = N (x,2) but z 1s assumed known with certalnty
S0 we can write

y =¥ (x)
or, in words, the outcome will depend only upon the farmer's
actions. But since his criterion function is

U=¢ (y), we can write U = ¢ (N (x) )

and, hence U = 6 (x).
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And he can thus determine the optimal action x0 by maximizing
the value of the composite function 6 directly, over the set
of possible actions X. Also, certainty means he will not
need to specify all the events which may occur - only the
predicted event,

Because our main interest is in the O.R. methods in
relation to the normal farm management processes as carried'
out by farmers, we will largely restrict our attentlon to
the O.R, methods which make the assumption of certainty.?
Unless stated to the contrary, this assumption will be
implicit in most of our ensuing discusslon.

Similarly, we will deal mainly with static models to
simplify our discussion. However, the use of a statlic model
causes little loss of generality once the assumption of
certainty has been made. Thls 1s because the feature of a
dynamic decision model which distinguishes it most from the
static model is that of accumulating uncertainty with each
seguential decision. However, once the assumption of certain-
ty is made, this distinction disappears.

Similarly, since we will be dealing with certainty, we
will not have to distinguish between actions and strategles

and will simply refer to the set of actions.

%Al though, of course, numerous possibilities for simple
modlificatlons of these methods to partially account for lack
of knowledge do exist.
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THE HIERARCHY OF INTERPRETATIONS
OF THE OVERALL PROBLEM SITUATION

We saw in sections (v) and (iv) of Chapter 5 how we

could define a problem as a gquadruple, For further

discussion we will utilize the following nomenclature.?

8

y

a vector of variables defining the state

of the system which exlsts

a vector of variables defining the aspirational
state of the world or, in other words, the
farmer's goals

a vector of event varlables defining the event
which occurs

a vector of action variables defining the
action taken by the farmer to control the
system

(s,y,2,x) = the quadruple defining the model of

the problem situation.

And, as before, we can imagine the overall problem facing

the farmer as a hypothetical construct in the form of the

quadruple (S, Y, Z, X) where the variables defining the

vectors s, y, z, and x are subsets of the corresponding sets

of variables defining the sets S, Y, Z and X.

The Hierarchy of Interpretations

of the Component Sets of Models

We have so far seen that we can define a model as a

quadruple of component sets of variables and that the solu=-

tion to the model is an action x, which, for the given event

- may be noted that we are defining a problem
sltuation in terms of a model of 1t,
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z, will transform the given state of the system, s, into
the desired or 'aspirational' state of the system, y. Also,
we have seen how the real world 'operator' or transformation
1s simulated in the model by the functional operatorf\,
where

y =N (x,2,s)

This functional operator 1s built up from more elemen=
tary operators, or, as we called them in Chapter 3, infor-
mation processes. Thus, may be a function derived by
processes of additlion, subtraction, multiplication, divislbn,
squaring, etc. These are the arithetic operators derived
from the even more elementary processes of logic (30, p. 163)
namely, the or-operation, the and-operation and the negation
operation. We can regard these three processes as the most
basic logic operations from which the more complicated loglc
operations can be derived and, hence, the common arithmetic
operations.

In solving the model any or all of these operations may
be performed upon the variables defining the vectors s, y,
Z, and X, We can, in thilis way, see that we do indeed have
a 'model' in the truest sense of the word. And, it is quite
llkely as we saw in Chapter 3 that these processes are very
slmilar to the ones carried out in the human mind during
the process of problem solving. Indeed, down to the level
of the simpler arithmetic operations, it is obvious that to

a large extent they are,



75

Until the last two decades all these manipulations
were limited to human mental processes, perhaps alded to
some extent by the physical equipment of paper and pencill,
abacus, or other simple calculating machines. However, 1t
is now possible to program a computer to perform all these
operations upon the entities in its memory (which correspond
to variables). o

It is our purpose now to consider the form of these
variables and the hierarchical relationships between them.
We will do so because, as we saw earlier, this hierarchical
structure of related subsets seems to be characteristic of
the way humans relate their various mental entities (variables)
which correspond to the elements of their environment.
Evidence for this comes from 1ts intultive acceptabllity and
because 1t was one of the crucial elements of the successful
conputer simulation models used by Newell et al. in (15).

In our conceptualization of a quadruple we have
four sets of variables all of which can be regarded as defin-
ing the real world counterparts they relate to. That is, we
can imagine each variable as corresponding to an element of
the real world. But, there is no single representation of
these varlables which can be sald to exactly correspond to
the elements of the real world. As we have seen, they are
all abstractions and approximations of some degree (15).

For example, we might select three state varisbles to

describe a farm system, These might be r, the value of
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resources avallavle; c, the quality of the climate, and y,
the income it provides. We might thus describe 1t as a
triple (r,c,y) which for a particular farm system might be
(5,000; 50; 1000). The reader will notice that these numbers
by themselves tell us nothing. For them to be useful we need
to know that r = 5,000 defines the value in dollars of
resources avallable each year on the farm. Similarly, we
need to know that 50 defines the rating of the climate on a
given scale of climate evaluation, and that 1,000 defines the
net income in dollars from the farm each year.

We see then that the state of the system 1s defined by
a set of three variables. However, we can easlily see, also,
that each of these three varliables might be defined by or
'classified into' similar subsets of variables, Thus, T
might be defined by the values of land, labor and capital
avallable each year; i.e., r = f (land, labor, capital).
Similarly, c¢ might be defined by rainfall, length of frost
free period, average light intensity and average summer
temperature. And, y might be defined by the costs and
returns evaluated in dollars per year.

Obviously this process of subdivislion 1s an infinite
one and, in any particular model, will have to be terminated
at some point where the required vector of all the most
elementary variables 1s still of a manageable size,

In a similar way, we can regard all the other component

sets of our quadruple as having this hierarchy of interpre-
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tations. (Indeed, we might consider all the variables defin-
ing the problem situation as having this hierarchical rela=-
tionshlip, the initial partition being that of our quadruple
(8,7,2,%) ).

Some examples of this structure are given in Figures 10
and 11. We have distinguished in these figures between the
variables defining the initial state and the variables defin-
ing the aspirational state or goals, but, of course, for the
dynamic model, this distinction cannot exist since, in this
case, the goals for one time period define the initial state

for the next period, etc.
The Isolatlon and Identification of Variables

It will be clear from the above discussion and examples
that to 1solate and identify any variable, we need to have
three types of information about it.

(1) Its quantitative value?

(11) A list of the attributes defining its
identifying subsets

(111) The relationship between the identifying
attributes (their order in the classification
and procedures for aggregation, etec,)

To use our previous example, if we knew $700.00 was the

value of labor available on the farm, we would know that the

8For our purposes we will assume that the value of a
variable will be a numerical quantity. However, it might
be a color or a shape, etc.
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STATE VARIABLES

,/*’/”/ *‘h‘h‘“*““‘“--=h

Consumption Characteristics Production
”,//’,, ‘HH“‘\\\%\H Characteristics
Pecuniary Consumption Non=-Pecunlary
Characteristics Consumption
Characteristics
Resource
Avallabilities
Managerial Land Labor Capital

Capacity Available Avallable Available

EVENT VARIABLES

//\

Varliables Affecting Variables Affecting
Consumption Production

Changes of Changes

Preferences in Income

=\

Technological Weather Changes Changes Personnel
Changes Occurrences 1in Prices 1in External Changes
Financial
Situation

Figure 10, Examples of the hierarchy of interpretations

of state wvariables and event variables
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ACTION VARIABLES

e e

Leisure Actlivitles Entrepreneurial Activities
(Consumption) (Production)
Daytime " Night-time Field Crop Livestock
Activities Activities Activities Activities

_— |

Row Crop Non-Row Crops Hogs

Sheep
Beef
Daliry
Poultry
GOAL VARIABLES
Consumption Level Profit Level
Food Clothes Entertaiiijij///::;gﬁfts Receipts
Crop Livestock Crop Livestock
Costs Costs Receipts Receipts

Figure 11. Examples of the hierarchy of interpretations
of action variables and 'aspirational' or

goal variables
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value of the third component variable of r was 700%, Con-
versely, 1f we found out that 700 was the value of the
third component variable of r, then we would know that
$700,00 worth of labor was avallable., That 1s, we can uti-
lize the ldentifying attributes which define the related
subsets for the processes of both storage and retrieval of

data.

The Advantages to be Gained

from the Hierarchical Structure

The reader will notice that the existence of the iden-
tifying attributes mentioned above makes the processes of
both storage and retrieval far more efficlent, This is
because only one ldentifying attribute needs to be recorded
for each set of data rather than all identifying attributes
for each datum individually. Also, the search 1s restricted
to one attribute over each ldentlfying set rather than all
attributes over all varlables in the model.

The reader will doubtless also notlce the applicabllity
of the above remarks to any recording situation; for example,
data in a file, figures in a deck of punch cards, or simple

mental memorization,.

8The reader will notice that even for the purposes of
thls discussion we have to use the ldentifying attribute
'r' to identify the set we are referring to!
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A further advantage to be galned from the hierarchy of
interpretations is that it allows the problem solver to
adapt the degree of detall being used to the need for detail
in the particular model under consideration and 1t makes
possible the decomposition of the overall model into related
submodels defined by subsets of the overall component sets
of wvariables,

As a typical example, a farmer will, mentally, break the
operation of his farm down into enterprises (subproblems).
Then he considers the operation of each enterprise separate-
ly as more detailed submodels énd deals with the interactions
of these enterprises at a 'higher level' in another submodel.
Clearly, this would be impossible without the hierarchy of

interpretations we have been considering.
Reasons for the Farmer's Mental Hierarchy of Interprétations

The following discussion is based largely upon the work
of Newell and Simon (1, p. 40). Thus, Simon states (1, p. 43)
that "hierarchy 1s the adaptive form for finite intelligence
to assume in the face of complexity." He points out that
hlerarchical subdivision 1s a characteristic which 1s common
to virtually all complex systems of which we have knowledge.
Thus, "Complex biological organisms are made up of subsystems:
digestive, circulatory, and so on. These subsystems are
composed of organs, organs of tissues and tlissues of cells,

The cell is, in turn, a hierarchically organized unit, with
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nucleus, cell wall, cytoplasm, and other subparts." Similar-
ly, he refers to the structures of physics, chemistry and
cosmology, electrons and protons, atoms, molecules, particles,
planets, galaxies, etc,?

He suggests two reasons why complex systems should be
hierarchical,

(1) "Among possible systems of a given size and
complexity, hierarchical systems, composed of
subsystems, are the most llkely to appear
through evolutionary processes,"

To explain thlis he gives the following example., Two
watchmakers are assembling watches containing 1,000 parts
each and are periodically interrupted by the telephone so
that they have to put down their work. The watches assembled
by the first fall apart completely 1f this happens before the
assembly of the watch is finished; whereas, the watches
assembled by the second conslst of subassemblies which do not
fall apart when they are completely assembled. Obviously, if
the telephone interrupts them at all frequently, the second
will assemble many more watches than the first.

(2) "Among systems of a given size and complexity,
hierarchical systems require much less informa=-
tlon transmission among thelr parts than do
other types of systems."

Thus, as an organization grows, the number of palrs of .

members of the organization grows with the square (and the

%The reader may note from these examples that the
hierarchy of interpretations is facilitated by the clear
hierarchy of the structures.
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number of subsets even more rapidly). If each member, 1n
order to act effectively, has to know in detall what each
other member is doing, the total amount of information that
has to be transmitted in the organization will grow at least
proportionately with the square of the size, If the organi-
zation is subdividgd into units, it may be possible to arrange
matters so that an individual needs detalled information only
about the behavior of individuals in his own unit, and

simply aggregative summary information about average behavior
in other units. If this is so, and if the organization con-
tinues to subdivide into suborganizations by cell division

as 1ts size grows, keeplng the slze of the lowest level
subdivisions constant, the total amount of information that
has to be transmitted will grow only slightly more than
proportionately with size.

If we consider the variables of the farmer's mental model
as the equivalent of the members of an organization, we can
immediately see the implications of these remarks for the
farmer's problem solving processes., Thus, in accordance with
the first reason outlined by Simon, the farmer will need to
deal with the overall problem by solving the submodel of
first one part and then another, (And, in a real world
dynamic situation, the problem situation will be continually
changing). That 1is, by the nature of the problem situation
the solution process has to be one of discrete steps. Simi-

larly, in accordance with the second reason outlined by Simon,
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we have already seen that the farmer's mental capacity 1s
one of the factors limiting the problem solving process;
thus, any way in which he can cut down on the manipulations
required to solve his model will allow a more detailed model
to be used. Thus, 1f the farmer can subdivide his overall
model and hence, cut down the number of manipulations
(mental transfer of information), then he will be able to
deal with more variables in his model. It will be seen that
the farmer will have to compromise between ignoring some of
the interactions between the variables and excluding some
variables.

We might also note in parenthesis how these two factors
will compete with the accuracy of the solution of the model
since characteristically the stages of computation which
immediately precede the final solution do not increase the
value of the solution very much, 2 Thus, the farmer may
prefer to use only linear relationships with no interactions
between the varlables except in terms of the restraints upon
the set of feasible actions and may prefer to truncate the
solution process when it nears the optimal solution in favor
of using a more comprehensive model. Indeed, 1t is probably

for exactly these reasons why the technique of linear pro=-

81t decreasing returns exist throughout, each stage
frequently tends to yield less and less lncrease over the
value of the existing suboptimal solution.
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gramming has been accepted so readily in practical sltuations
rather than its more exact and sophisticated nonlinear
counterparts.a

To summarize therefore, we can say that hierarchy 1s
indeed a common phenomena in the everyday problem solving
process used by farmers and some reasons for this are:

(1) Due to the dynamic nature of real world
situations the solution process must be
intermittent and must, therefore, be
solvable in stages.

(11) By ignoring some of the less important
interactions between variables, the
hierarchical structure can be used to
facillitate a reduction in the number of
manipulations required to solve the
model and hence allows an otherwise more
comprehensive model to be employed.

(111) It has an important function in increasing
the efficlency of storage and retrieval of
data (as we saw in the last section).

3We will consider these techniques more fully in the
next chapter.
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THE ORIGIN OF THE SET OF FIXED GOALS FOR PRODUCTION

As we noted in the last section, the real world situa-
tion facing a farmer is dynamic and continually changling;
hence, the farmer's mental model of the overall problem as
well as its optimal solution will need continual revislon,
However, obviously, at any stage a model and its solution
will exist, even though it may be suboptimal and perhaps
infeasible.

In this thesis we have chosen to deal only with the
production problem facing the farmer; however, it should not
be forgotten that this is only a part of the overall problem
situation facing the farmer. That 1s, as shown in Figures
10 and 11, the farmer also has a consumption problem to
solve and the solutions to these two subproblems are highly
interdependent. However, at any point in time we can ex-
pect that the farmer will have perceived a mental model of
both subproblems and thelr solutions. We can now see that

it is these existing solutions to the farmer's mental model

which provide the fixed goals for production which we spoke

of earlier,

It will again be obvious that since the production and
consumption problems are not independent, 1t will be hard
for another person, for example - the management specialist,
to solve the production problem independently of the con=-

sumption problem. For this to be possible the farmer and
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advisor must agree on some criterion function € (x) which
expresses the value in terms of the consumption subproblem
of each possible solution to his production subproblem,
Alternatively, the farmer might formulate a series of goals
for the management speciallst; or, what 1s more common, he
may express the appropriate criterion for the management
speclalist in terms of a functional criterion together with
certaln other goals to be achieved. For example, the cri=-
terion decided upon might be: profit maximization over a
planning horizon of four years, as the functional criterion,
together with the goals that he does not work longer than
ten hours on any one day and longer than eight hours on the
average, He might also include the goals that he should
keep two horses to ride, or, if the farmer greatly enjoys
dairying, he might set the goal of at least thirty dalry
cows to be kept.

The reader will notice that the set of fixed goals thus

takes the form of further restralnts upon the set of actions.
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THE MATHEMATICAL PROGRAMMING MODEL

We can regard the mathematical programming model as
essentially the mathematical equivalent of the generalized
model we have been considering under the assumption of
certainty. Certain modifications of this model to take
account of risk are possible, however, and the interested
reader 1s referred to the work of Charnes and Cooper
(31; 32, p. 113) and Madansky (33) for further information
on this aspect in relation to static models. And, in rela-
tion to risk in dynamic models one is referred to the multi-
stage decision making approach of Dantzig and others (34).
The reader 1is also referred to the statistical approach of
Holt, Modigliani, Muth and Simon (35) and the simulation
approach clearly outlined by Zusman and Armiad (36).

The important difficulties involved in accounting for
risk in the static and dynamic models seem to be as follows:
thus, in the static model, the main difficulty seems to lie
in imperfect knowledge surrounding the restraints and hence
in determining a compromise between (1) caution required to
maintalin feasibility of the action decided upon and (ii) the
consequent reductlion in potential achievements resulting from
such cautlion. In the dynamic model the difficulty lies in
the need to find the optimal strategy or 'decision rule'
rather than Just the optimal action, and this 1s, of course,

made even more difficult by the need, as in the static model,
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to maintain feasibility at all times,

It will be obvious to the reader that models which
include risk are a much better approximation of the real
world problem facing the farmer but we will largely omit
them from our discussion for the following reasons: (1) We
are interested in the O0.R. models in relation to the manage-
ment process as carried out by farmers and we hypothesized
earlier that certainty is the assumption normally employed
by farmers, (ii) the manipulations required to solve the
models taking account of uncertainty are so much more numer-
ous and complicated that the value of most of the relevant

0.R., methods avallable is dublous.
Mathematical Statement of the Model

We noted earlier that the production function model
was:
maximize U = G (yi) % = By Phwnie v sl
where Yy = fi(xj,zk) ) = 1,2,.......nj
k = 1,2’t'o-|conk

subject to restraints of the form:
g(xj,zk) {5, =, i‘}o

In terms of our generalized problem situation we
formulated the problem as that of finding the strategy O
where

It=0'(s-|;_-|) t=t,t+1......‘b+n
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<+ t+n
which maximizes the function V = é Ug= :ét¢ (s¢)

where s, = q.t(xt,zt,st_1)

and where X, 1s defined by the set z4 and sy _,
We saw later, however, that with the assumption of a static
model under certainty this reduced to:

max U =0 (x)
xe X

where X 1s defined by z; and sg._4
However, it will be clearly seen that 1n a static model
under certainty z, and s;_, are constants., Thus, we can

define the set X of possible actions by restraints of the

form:

gi(X) {és =, =2 } by | 1 =1,2,0e000s.m

where by 1s a constant derived from the constants Zy and
St.q @nd X 1is restricted to be non-negative,

This latter restriction of x 2 0 is a most important
one in allowing the translation of real world situations
into mathematical form since many real world variables such
as acreage of corn grown, numbers of pigs kept, etc., can
never assume a negative value, No loss of generallty need
result from this restriction, however, since any variable X4
whiph 1s unrestricted in sign can be replaced by two varia-
bles, say Xy and =X4. A negative value for the variable Xy

will then correspond to a positive value for -Xj.
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Finally, therefore, we can see that the mathematical
form of the general matnematical programming model can be
written as the problem of findlng the vector X such that

U =06 (x) 1is maximized
subject to:
g, (x) {2, =, e} Big 1= 1,2, 0....0
XE0
where x is an n - vector defining the optimal
actlon x.

We should notice that the direction of the 1nequality
of a restraint can be reversed by multiplying each term of
the restraint by -1. Also, by the addition of varlables to
account for 'slack' occurring in any of the restraints, we
can change lnequality restraints to equalities. Thus, we
lose no generality by writing the general form of the
restraints as either.

gy (x) £ by 1=1,2,.0c..m

or gy(x) = by

Also we can transpose terms so that

gi(x) - bi 20
which we will prefer to write as

G (x) 20
or, as we saw above, with no loss of generality as the
equality

@ (x) =9

Two particular models which have rightly demanded
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special attention and special algorithms for solving them
are the quadratic and linear programming models.

We have already noted some of the arguments for the
popularity of linear models. We can now define a llnear
program as the model which arises when both the objectlve
function © (x) and the restraints g4 (x) are linear homoge-
neous functions, In this case, we can write the linear
programming in matrix notation as:

maximize U = ecx

subject to Ax £ b

and x =20
where ¢ and x are n-vectors, b 1s an m-vector and A is an
m X n matrix,

Similarly, the quadratic program with quadratic objec-
tive (criterion) function and linear restraints may be
written

maximize U = cx + x'Dx
subjJect to Ax £ b
and x 20
where the quadratic form x'Dx is composed of the n=vector x

and an n x n matrix D,
Necessary and Sufficient Conditions for Solving the Model

Among the first people to provide a formal discussion of
the necessary and sufficient conditions for 'solvability' of

the general programming model were Kuhn and Tucker (37).
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In general we may say that it 1s only possible to solve
the mathematical model of the last section, in practical
sltuations, using presently available solutlon algorithms,
if the following conditions are fulfilled (38, p. 200).

(1) The functions © and g; for 1 =1,2,...m
are continuous concaveé functions over the set
of feasible actions X2

(11) The variables defining the set of actions X
are continuous variables over the whole set

(111) At least one feasible solution exists.

Fortunately, most of the problems arising in practice
do involve concave functlons of © and g;. Due to the fact
that diminishing marginal returns are normal for most econom=-
ic problems.

Probably one of the greatest difficulties for the model
comes from variables defining the vector x which are not
continuous; and, no really satisfactory method for dealing
with these so-called 'discrete' variables has yet been
devised,

One of the simplest and yet sophisticated algorithms
for dealing with the general programming problem has been
outlined by Hartley and Hocking (39), although another,
apparently satisfactory method has been given by Dantzig
(40, p. 471), and numerous others dealing with either the

general programming model or certain special situations have

8If 1t is required to minimize the value of U, then the
function © must be convex rather than concave.
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been suggested, In particular, much attentlon has centered
around the solution of the quadratic and linear programming
models.. Both these models are now solvable in a routine way
and computer programs for both are now readily avallable
(41, p. 123), (42). The reader will notice that the neces-
sary and sufficient conditions for solvability are automat-
ically satisfied for the continuous linear model if a
feasible solution does exist; also, for the continuous
quadratic model 1f the matrix D is negative definite or

semi-definite and at least one feasible solution exists.?
The Dual Formulation and Some Interpretations

It has been sald that the problems of allocation and
value are inseparable., We will now attempt to show this more
clearly below,

It has been shown, initially by Kuhn and Tucker (37)
and by others more recently (38, p. 201) that if we take the
programming problem

max, U =06 (x)

subject to G (x) 20

snd 20

where the functions © (x) and G (x) = {éi(x) - bi}
are continuous and concave over the set X and formulate the

LaGrangian expression,

¢ (x,y) = 6 (x) + y(G(x) )

8See for example Gass (41, p. 173) and Boot (42).
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then if x° 1s a vector which maximizes the value of the
objective function U, for the given restraints, then there
exists an m-vector y° such that ¢ (x°,y°) is a saddle point
of the function ¢ (x,y), that is:

b (x,5°) = § (x0,5°) = b (x°,y)
Also, it has been shown that the condition that ¢ (x®,¥%) 1e
a saddle point, is a necessary and sufficlent condition for
the solution to be the optimal solution of the programming
problem.

In other words, for the purposes of finding the optimal
solution of the problem, 1t is immaterial whether we do so
by finding the vector x, which maximizes the value of the
LaGranglan expression, or the vector, y, which minimizes the
expression. These two approaches correspond to what are
often calied the primal and dual solution procedures,
However, to solve the problem 1t is necessary to find the
optimal vectors for both x and y. This 1s because the
attainment of a saddle point is the criterion which tells us
we have reached the optimal solution.

It will now be clearer why we mentioned at the beginning
of this section that the problems of allocation and value are
inseparable problems. Thus, let us regard the vector x as-
defining an allocation between alternative control variables
achleving the maximum value of U, then we can regard the
vector y as defining the marginal values assoclated with the

constants b1 which we derived from variables defining the
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initial state of the system; or, in other words, the element
yi of the vector y will be the imputed marginal value of the

ith variable by. We can write

y:BU
1 0 b1 x = x°

Since b1 can be regarded as a varlable defining the state
of the system and corresponds to an entity which is in short
supply and which limits the level of achievement which can
be attalned, 1t 1s natural to regard by as defining the quan=-
tity of a particular 'resource' which is available, The
variable Yy will then define the marginal value of the 1 b
'resource,' Naturally, if the resource is not limiting the
level of the optimal solution, this imputed marginal value
or 'dual price' will be zero.

All the algorithms known to the writer for solving the
general programming problem (under the conditions of contin=-
ulty and convexity outlined above) utilize iterative compu-
tational procedures. And, in general, it seems true to say
that they 1terate by alternately calculating provisional
solutions and then the corresponding provisional dual prices.
Each provisional vector indicates a way of improving the
estimate of the other optimal vector. In this way each
lteration gives a closer approximation of the optimal solu=-
tlon.

The solution process 1s sald to converge to the

optimal solution. ©Some algorithms converge in a finite
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number of iterations and some are infinite processes which
have to be truncated when a sufficlent approximation 1s
obtalned. It 1s yet another advantage of the guadratic
and linear models that they can be solved by algorithms
which converge to the optimum in a finlte number of ltera-

tions.
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THE OPERATIONS RESEARCH METHODS
IN RELATION TO THE FARMER'S HIERARCHICAL MENTAL MODEL

The Purposes and Uses of the Operations Research Techniques

It should be clear from our previous discussion that we
can regard the farmer's conceptualization of the overall
problem situation facing him as a complex hierarchy of sub=-
models. Also, because he faces a dynamic problem situatlon,
the farmer will need to be making continual revisions to the
form of his overall model and 1ts solution as new lnformatlion
becomes avallable,

Naturally, therefore, 1f this is a correct interpreta=-
tion of the management processes of farmers, the objective for
the management specialist will be to use the 0.R. methods
currently avallable to assist the farmer in the manipulations
required to formulate and solve this hierarchical model,

We have seen how the changes occurring in the problem
sltuation facing the farmer will mean that revisions of the
structural and quantitative form of the farmer's mental
model, and its solution, are needed. And, we noted how
revisions of the comsumption submodel and 1ts solution normal-
ly implied a revision of the goals for production. Also, we
earlier classified the manipulations of this hierarchical
mental model into three different processes: (1) problem
recognition, (ii) problem definition, (iii) problem solution,

We will now proceed to consider these processes in somewhat
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more detall and indicate how the various O,R. procedures
can assist in each process.

It is often stated, for example by Hutton (43) and
Reitman (24), that the modern O.R. methods are only of value
in solving the model once it has been defined. It is hoped
that the following chapters will help to show how, 1in fact,
they can also be regarded as helping in recognizing problems

and in formulating and quantifying models.
The Problem Recognition Process Extended

Earlier in our discussion we defined a problem to exlist
when a disparity existed between the farmer's goals and the
achlevement of his goals. Let us now consider this in terms
of the hierarchical model which the farmer conceptualizes.
We see that the farmer's production goals will correspond
to the state which should result from implementing the solu=-
tion of his production model. Any disparity between goals
and achievements will imply an inadequacy in the farmer's
mental model and naturally will stimulate the farmer to
revise his model and the mental solution derived from it,
This seems a relatlvely acceptable intuitive interpretation
of the real world action of farmers, but before we proceed
any further, however, we should perhaps recognize at this
point that we can now consider two elements of the solution
to the model, The usual 'solution' or 'action' to be

implemented, and the imputed dual prices. Thus, we can also




98

recognize an inadequacy in the model when there is a possi-
bility for a farmer to relleve one of the restraints at a
marginal cost which is less than the dual price (marginal
value)., For example, assume the avallability of labor is a
restraint upon the solution of a model and has a dual price
of $10.00 per hour imputed to it., If the farmer is aware
that he can hire labor at $1.00 per hour, such a disparity
of values will also 1mply an inadequacy in the model or, 1n
other words, the exlstence of a problem.

It is unfortunate that the computation of dusl prices
is a much more difficult calculation than the process of
monitoring achievements. Thus, in practical situations
problems seem to be much less frequently recognized as
disparities in values. But, as a consequence of the theory
about the saddle point of Chapter 8, part (iii), it follows
that theoretically both concepts are necessary in problem

recognition,
The Approach of Comparative Analysis

Much interest, particularly in the U, K., has centered
around the procedure of comparative analysis. This is a
procedure whereby indices of performance are calculated for
a particular farm for comparison with the averages from
similar farms in the neilghborhood (44, p. 27). In the terms
of our discussion, we might regard each of these indices as

a goal or subgoal and consider each in turn as identifying a
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problem if the index is 'below average.' Unfortunately,
there are many diffdculties associated with correctly
interpreting the indices which are calculated. These have
been pointed out by Candler and Sargent (45). However, in
some cases, such as the use of the method to identify
organizational weaknesses on below average farms, the method
does seem to have some practical value (46). The writer
would suggest that the difficulty of using the method for
improving the organization of average, or above average

farms 1s due to the fact that no attempt is made to compute

the dual prices. And, we have already seen how necessary

these seem to be 1n any optimizing procedure.

It should be noted, however, that the computation of
'standard figures' or 'indices of performance' is a rela-
tively straightforward process when carried out with the
ald of a computer. Hence, much use is made of comparative
analysis procedures both in the United Kingdom and the
United States of America.



100

AN INTERPRETATION
OF THE MATHEMATICAL PROGRAMMING ALGORITHMS
IN THE PROBLEM SOLVING PROCESS:
A LINEAR PROGRAIMING EXAMPLE

It will be clear that the recognition of a problem
corresponds to the recognition of an inadequacy in the model.
And, we have also noted that dual prices are factors assisting
in the process of problem recognition. But dual prices are
only avallable when imputed from an existing model. Thus, 1t
would seem that the processes of recognizing a problem and
defining and solving a model are inextricably interrelated.

We will show this more clearly in a moment.

The writer feels that it is worth notling that we can
interpret very many mathematical programming algorithms as
a combination of all three problem solving processes, Thus,
there seems to be an interesting generality about the process
of first recognizing a problem, then defining it, and finally
solving it, 1In more concrete terms these processes can be
regarded as corresponding to the processes of (i) recognizing
an inadequacy in the model, (ii) revising the model (a process
requiring both the identification and quantification of new
elements of the model) and (i1ii) solving the revised model,®

It should be noted that to be able to simulate the mental

8Although, as we have already noted, the process of
solution may be a trivial one when the processes of recogni-
tion and definition have been completed.
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manipulations of a farmer in these three processes for the
production problem alone, we need to be able to state the
criterion as a function 6 (x) rather than as a goal=-vector,
y, of fixed goals. This allows us to 'simulate' the revision
of goals which would result from the change which the farmer
would make to the solution of his consumption subproblem at
each iteration., It will be noticed that it is the provision
of this functlional criterion which allows a mathematical
programming formulation of the model.

We have already noted some of the reasons for the
popularity and value of linear programming. Indeed, at
present linear programming seems to be almost the only
programming algorithm which 1s used extenslively in practice.
And, for the reasons we have outlined, thils sltuatlion seems
likely to remain, Because of this predominance of linear
programming and because we do not wish to become involved in
vague generallizations, we wlill now outline the way in which
we can interpret common linear programming procedures as
carryling out the three processes of problem recognition,
definition and solution. It will be left to the reader to
generalize this interpretation to other models and their
solution algorithms.

The Linear Programming Situation and Model

Let us assume that a farmer faces an overall problem

sltuation which can be thought of as a hypothetical
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quadruple which exactly describes the real world situation

in infinite detail., And, let us assume that the relatlonshlps
are linear; that is, that © (x) is a linear homogeneous
function and that the restraints gy (x) are also linear homo-
geneous functions, Also, let us assume that the function

8 (x) is given.

To solve the production problem in such a situation it
will be necessary to construct and solve a linear programming
model of the form

maximize U = e¢x
subjJect to Ax <= b
x 20
where ¢ is an 1 x n vector of 'net prices'’

X is an n x 1 vector of 'activity' levels
defining a solution

b is an m x 1 vector of 'resource'
avallabilities

U is a scalar defining the 'income' from any
feasible solution

A ls anm x n matrix of 'input-output
coefficients'

We have seen that there 1s an infinite hierarchy of
interpretations such that the problem can be dealt with at
all levels of detall, but 1n practice the level of detall
which can be employed 1s very limited.

Now let us assume that the farmer 1s operating a
particular farming system which corresponds to the solution

of a particular model defined by (Bo,bo,co); where 3, is an
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m, X m, matrix of 'basis' vectors which span the 'decision'

o}
space EB, b,C b is the vector of resource availabilities
which 'define' the state of the system in terms of the
limiting resources, c, is a vector of net prices or income
coefficients for the activities defining the solution vector
Xye
The m x 1 solution vector, x,, will be given by
= p~1
X = Bg bO
Similarly, the dual prices of the limiting resources
will be given by the m x 1 vector y, where
Yo = Co B;1
And, owing to the saddle point theory, y 1s the solutlion
to the dual linear programming model:
minimlze U = b,y
subjJect to By y 2 ¢

y=0
The Recognition of a Problem

We can now examine some ways in which a problem may
occur and the way 1t can be recognized in terms of the
linear programming model (41, p. 132).

Ways 1n which a problem may occur

Naturally problems exlst all the time as no farmer will
maintain a perfect solution to the problem situation he faces,
However, 1t would seem that he will need to be eternally

watchful for: (1) changes in his criterion function,
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(11) changes in the resource availabilities, (iii) changes
in the input-output relationships (technological changes).
It may be that a problem always existed but was never
recognized or solved but even if i1t was, the model and 1its
solution will need revising because of the above changes
which frequently occur.

Ways in which a problem may be recognized

It seems that in terms of the linear programming model
a problem may be recognized in any of the following ways.
(1) Recognition of a profitable activity
to be included in the model.
(11) Recognition of an unprofitable activity
- to be removed from the model.
(111) Recognition of an infeasibility in the model.
A profitable 'external' activity will be recognized by
calculating:

%%% — A3_= Yohy=cy

where Aj is an activity external to the model of
baslis vectors. TFor a more profitable activityzﬂj will be
positive,.
An unprofitable activity will be indicated by a positive
value of Zhj for a 'slack activity' external to the 'model.'
A problem of infeasibility of the 'model' will be
recognized if for any restraint vector Ay external to the
basis:
Agx [ by

where by 1s the availability of the 1th 'resource,’
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Naturally, an inadequacy will also be recognized 1f the
problem sltuation corresponding to (Bo,bo,co), changes to
(Bﬁ,bi,c:). That is, if only quantitative changes are re=-
quired in the model and 1ts solutlon.

It is hoped that, for linear programming procedures at
least, we have shown how they can easlly be interpreted as

alding in problem recognition,

The Definitlon of a Problem

We will regard the process of problem definition as
equivalent to the process of model revision, But, it 1is
important to realize_that we can distingulish two aspects of
the process of revising a model. Thus, we can consider the
process of revising the structure or qualitative form of the
model and the numerical or quantitative form of the model.
That is, we may wish to include or exclude variables and/or
restraints from the model, which we will call a structural
or qualitative revislon; or, we may merely wish to revise
the actual numerical values of certaln variables or rela=-
tionships in the model, We will call this a "numerical' or
'quantitative' revision of the model.

Obviously, the linear programming algorithm will not
assist in any quantitative revisions except of course in
revisions to the solutlion implied by revisions of the other
varlables. Revisions of a numerical type are normally

obtained by estimation from historical data which must be
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recorded and processed, However, we will consider this
briefly, later, together with the potential value of elec-
tronic data processing in this field. For the purposes of
our present discussion, we will assume the avallability of
such data and show briefly how linear programming procedures
can be regarded as assisting in the process of revising the
structural form of the model.

Inclusion of activities allowing greater profitability

As we saw earlier in this chapter, a structural inade-
quacy in the model can be recognized when an activity 1is
recognized for which ZSJ is positive. When this happens,
it 1s necessary to include the activity in the model, This
can occur in elther of two ways., Thus, the new activity can
replace another activity in the model, or, it can be added
to the model together with a new and corresponding limiting
restraint, It may be noticed that thlis process is almost
exactly that of the revised simplex algorithm.

Exclusion of unprofitable activities

In terms of linear programming manipulations, this
procedure can be done qulite simply by replacing the actlivity
with the corresponding slack activity, if such a slack
activity 1s defined., If the corresponding slack activity
ls not defined, i.e., 1f the restraint 1s an equality
restraint or a minimum restraint, then it will not be
legitimate to exclude the activity from the model. However,

if the slack is defined, 1t can be used to replace the
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unprofitable actlvity in the model, and then both the slack
activity and the restraint now corresponding to 1t can be
ignored or stricken from the model,

Removal of infeasibilities

When a problem of infeasibility of the structure of the
existing model is recognized, it must be removed, If the
infeasibility is due to some important restraint which is
omitted, 1t is not difficult to include it in the model, but
it will mean that another restraint becomes inactive and will
have to be removed. The process of replacing the appropriate
restraint with the more limiting restraint will therefore
require several computational steps. If the infeasibility 1s
due to activities in the model at a negative level this 1s
most easily rectified by applying the dual simplex proce=-
dure (41, p. 149).

It is hoped that the above somewhat brief outline will
show how, by regarding the exlisting basic solution as the
'model,"' we can interpret common linear programming proce-
dures as assisting in the structural definition of the

model of the system.
The Solutlion of the Problem

We polnted out earlier that the process of solution of
the model was often trivial once the model had been defined,

This 1s clearly demonstrated now since the solution of the
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n* revised model is given by calculating
x = B! b, and y = oB;)
The reader will recognize that this is only a small

step after each revision to the model has occurred.
Implications of the Interpretation

It can be noted that contrary to what 1s often suggested
(for example, by Lee and Chastain (23) ), the processes of
problem recognition, definition, and solutlion, are all
inseparable processes in real 1life. This is because 1t seems
that they can only be interpreted in terms of the revision of
an existing model., We can only regard them as separate
processes as wWe saw above, i1f we regard them as steps in the
revision of a model of an existing problem situation., It is
seldom possible to recognize a problem situation, define a
model and solve it in three separate stages since a problem
is only recognized as an inadequacy of an existing model
(either mental or 'physical')., That is, most ﬁroblems are
jll-defined® to a certailn extent so that the processes of
definition and solution must be carried out together in a
Joint, progressive and iterative procedure.

Iﬁ 1s accepted that the above example considers only
the linear programming procedures but it will be seen that

the above remarks relate to all the nonlinear programming

@Discussed more fully in the next section,
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procedures also. This 1s so because they all adopt a similar
iterative procedure which can be regarded as the equivalent
of performing cyclically the processes of problem recogni-

tlon, definition and solution in the revision of an existing

model and 1ts solution.
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THE CEARACTERISTICS OF AN ILL-DEFINED PROBLEM CONCEPTUALIZED

It 1s worth noting at this point that we can now
conceptualize at least some of the characteristics of an
ill-defined problem, We have already noted that both
qualitative and quantitative specificatlions are required
to define a model completely. Surely, therefore, an ill-
defined problem is one which fails to specliy exactly the
model which 1t implies. Thus, because of the hierarchy
of interpretations which we mentioned earlier, a whole
range of models may satisfy the specifications and, hence,
also a whole range of solutions may result.

Common nomenclature seems to infer that a problem may
be regarded as 'well-defined' if it exactly specifies only
the structural form of the model it implies. We consider
a well-defined problem to require quantification of the
implied model, also. We do tuls because 1f this definition
ls not adopted we may be able to define a problem but not
be able to solve it (because we may not be able to quantify

it), an observation which seems somewhat contradictory.



111
THE NUMERICAL DATA AND QUANTIFICATION OF THE MODEL

We have seen how we can consider the process of defining
a model as consisting of the two processes of (1) specifying
the variables which deflne the elements of the model and
(11) the quantification of the variables and relationships
between them in numerical terms., We have also seen how the
mathematical programming procedures can be regarded as
helping in the first process but not in the second - that of
quantifying the model., We will now consider the processes
involved in providing a supply of the necessary data for

this purpose.

The Mental Processes of Quantificatlion Used by Farmers:
Their Strengths and Weaknesses

in Relation to the Electronic Computer

Earlier, in section (11i) of Chapter 4, we noted that we
could regard the farmer as having a remarkably well-developed
perceptual apparatus. This provided him with a 'multidimen=-
sional sensory influx' which was broken down in an extremely
complex way to a manageable set of discrete environmental
properties and objJects. These were then stored in memory for
later use in the problem solving process (19, p. 260).

We have also seen how we can regard the farmer's memory
as a vast store of recorded data which we can now regard as

defining the farmer's 'past experience.' It is unfortunate
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however, that this store of data leaves much to be desired

in terms of quantifying structurally defined models.
Iet us regard the model to be quantified as a mathema=-

tical programming type of model. It can now be seen that
the data which is required 1s that necessary to quantify:
the criterion or objective function, 8 (x), the restraints,
gi(x), and the 'resource' availabilitles, bjy. This does not
at first sight seem too difficult, However, 1t should be
remembered that the form of the data remembered by the farmer
initially will be observations about the three sets of varia-
bles which we can regard as defining the farmer's past experi-
ences, namely:

(1) The actions which the farmer took

{11) The events which occurred

(111) The states of the system which existed

at a particular time
The function © (x) then has ﬁo be derived by computing

the function ¢ ( n (x lz and s) ) where z 1s the predicted
event and s 1s the existing state of the system, And, the
restraints have to be calculated as functions giving the
'resource' requirements of each activity as a function of the
variables defining the solution vector, x.% We see, therefore,
that the estimational problems are in fact very complex.,

The difficulties are aggravated by the fact that even

®The reader is referred to Heady and Dillon (47) and
Johnston (48) for further details of estimation procedures.
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if the farmer's past experience were memorized perfectly
(and it certainly is not) some data would still be required
from outside the farmer's 'experience.'

Finally, we might mention the errors which always tend
to creep into human mental calculations énd the way in which
they can quickly invalidate any more sophisticated estima-
tions the farmer may make,

To summarize, we can say that the farmer's perceptual
apparatus gives him a considerable advantage over the com-
puter but the speed and accuracy with which he can manipulate
and utilize this stored data seems far inferior., Also, for
many situations, the farmer's 'past experience' may lack
all the data required.

In parenthesis, we should note that here is yet another
reason why linear programming has become, and is likely to
remain, a more popular procedure than its more sophisticated
non-linear counterparts since it requires a minimum of data.
Also, the above estimational difficulties are probaoly an
important reason why farmers seldom seem to compute anything

more complicated than a llinear functional relationship.
The Potential for Computerized Data Processing

It will be obvious from the remarks of the last section
that much scope would seem to exist for utilizing the farmer's
perceptual apparatus to record data about the system, and then

utilize the superior ability of the computer to manipulate the
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data for quantifying the elements of problem situations
which arise. Indeed, much work 1s at present being done in
the United States and other countries to do Just this., The
interested reader is referred to Beer (49), Eisgruber (50),
Plaunt (51) and the 3rd I.B.M. Symposium (52) for further
information on the so-called data processing systems which
are belng developed.

It is worth noting, as we saw earller, that any system
designed for the recording and manipulation of stored data
will have to make use of the hierarchical structure of
identifying attributes for the process of storage and re-
trieval of the data, and the selection of the appropriate
identifying attributes for these purposes will be one of
the most crucial factors declding the success of the system.
It may be noted that the selection will depend upon a
compromise between (1) the efficiency of manipulation,

(11) simplicity of coding the data for input to the comput~
er, and (1i1i) similarity with the most common classification

used by farmers.
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THE HIERARCHY OF INTERPRETATIONS AND MODEL DECOMPOSITION

We have already noted the hierarchy of interpretations
of the real world which the farmer uses and we have noted
that two of the advantages to be galned from thls hlerarchy
of interpretations are (1) greater efficiency of storage
and retrieval of data and (ii) the ability to decompose the
overall model into related submodels which may be solved
separately, We now wish to describe further the way it will

allow the decomposition of the overall model.
The Decomposition of the Overall Model

It will be intuitively obvious to all who are familiar
with the mental processes of farmers that they consider the
problem situation facing them as separate submodels as much
as possible., This is also reflected in the multitude of such
'subproblem' situations that have attracted the attention of
operations research workers and agricultural economists,

Thus, production functions have been calculated for all class-
es of livestock, and inventory problems concerning such things
as optimal machlinery stocks and feed reserves. Falrly
comprehensive lists of references to these applications have
been given by Kopetz (53) and Hutton (43).

The question might be asked of what the relationship is
between these submodels which allows them to be treated

separately. The answer would be that they are to a large
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extent independent subproblems; that is, the solution to one
model is largely unaffected by the solution of any of the
others. Or, in other words, there is little interaction
between these submodels and other submodels., It seems hard
to concelve of a situation where absolutely no interactlion
occurs, but in some situations this does seem to be a reason-
able acceptable simplifying assumption.

The question then arises of how we can conceptualize the
origins of these interactions, This is an extremely complex
question but if we consider the mathematical programming
model it seems that we can distingulsh two forms of inter-
action, namely, interactions due to the objective or criterion
function and interactlons due to the restralnts., Both forms
of interaction can, theoretically at least, be dealt with in
the generallized programming model, but only the simpler inter-
actions such as we find in models with linear restraints and
a quadratic objective function are dealt with in most practi-
cal situations. More common in practice, both technically
among O.R. workers, and mentally among farmers, is the linear
progranming model® which assumes no interactions via the
objective functlon and only linear interactions in the

restraints.

It is unfortunate that more work has not been done upon

8We are, of course, referring to the general heuristic
linear procedures of farmers.
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elucidating the principles of decomposing programming models
into related submodels as there seems little doubt that much
potential for the use of such principles does exist, The
reason for this is that at present the advisory or extension
worker is faced by a bewildering array of submodels of
isolated problem situations but at present there seems to be
little theory to show him the relationship between these
models or how, for example, they might be grouped together
to form an overall advisory model which would relate them 7
one with another, |

Some work upon decomposition principles in linear pro-
gramming has been done by Dantzig and Wolfe (54), Beale
(55), and others. We will only consider the decomposition
principles elucidated by Dantzlig and Wolfe, here, however,
because their work clearly shows the utilization of the
hierarchy of interpretations in the decomposition and seems

to have the greater practical wvalue.
The General Form of the Dantzig-Wolfe Decomposition Principle

In Figure 12 we see some configurations of the input-
output coefficlent matrix which can occur in linear program-
ming models, Such conflgurations can be utilized to decompose
the overall model into submodels and Dantzig and Wolfe have
provided an algorithm which allows these submodels to be

used in an iterative procedure to attain an optimal solution
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Filgure 12.

C1 Co evbdwo Cn
A.1 A.a o "e e e An = b
B1 = b1
Bo = | b2
By | by
A Block Anpgular System
01 c2 L B B B cn
A1 = b1
A2 = b2
A3 = 03
An = bn

A Multl-Stage System

Some examples of the coefficient matrix configura-
tions found in linear programming models which
allow decomposition of the overall model
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to the overall problem. It is a procedure which has many
similarities to the iterative processes we might expect a
farmer to use as he continually revises submodels of his
overall hierarchical mental model., Briefly, the general
procedure may be outlined as follows (40, p. 455; 41, p. 166).
Let us take the block-angular configuration of Figure 12
which, 1t will be noticed, can be regarded as a system of
subproblems which are independent except for the set of
restraint rows, X:Aj XJ = b, which interact and effectively
'tie' the subproblems together,
The problem may be written as that of finding the
vectors, Xy, for J =1,2,.....n, such that
Z Ay Xy =0
Bj Xﬂ = bj

with chxj a minimum

where Aj ism x nj, BJ is mJ X nj, cj is 1 x nj,

bism x 1, bj is my X 1 and xj is 1 x nj.

However, for solving this problem we consider a 'master
program' normally referred to as the extremal program, and
several sub=-programs.

Let us define

ij = AJ Xjk
for the extreme point k of the set of extreme=-point
solutions xjk of the convex set of solutions Sj for the jth

subprogram
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Also, let us define
°ik = %3 Lk
The 'extremal' program then is to find the values

83k 2 0 which satisfy for all J and all k

= 1 (12.2)
% oo

with 5_- chk 3 a minimum.

This 1s so because we assume that the set SJ is bounded
for all j. Also, because it 1s a convex polyhedral set, any
point within Sj can be written as a convex combination of
the extreme points Xjk of SJ. Thus, any convex comblnation
of the ij which also satisfy the first m constrailnts glven
by

ZAJ X, = b
for which E:c X is a minimum
will also give an optimal solution to the extremal program.

Assuning we have an initial basis for the external
program which consists of columns of the form
(ij, Oy seseslyessey0) along with its corresponding pricing
vector, We will write this pricing vector as (w, W) where
the m vector w is associated with the m constraints of 12.1

and the n vector w is associated with the n constraints of
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12.2. Since we have a set of basis vectors for the master
program this means (w, w) are such that we have
W ij + ﬁj = cjk
To determine if this is an optimal baslis for the original
problem, we must solve for each j the related subproblems of
minimlzing |
(cj - wAj) Xj
subject to Bj Xj =
Xj & Q
If we now let ij be such a solution for each ] and let
ijo be the one for which

A = (034 = Whyo) Xyo = Wy, = Min. [(cj - why) Xy - wj]

If A = 0 the algorithm terminates and the set of glven 83k
solves the extremal problem and the vector

sj:i: X S J = 1,2, 00000,0

solves the original problem,

If, however, ZX < 0 we form the new column

(ij,O,......,1,...,O) where Pjx = Ajo on

and 1ts assoclated objective functlon coefficient given by

Ci0 = %j0 %30
and introduce this column into the basis of the extremal
program just as in the usual linear programming procedures.
We will not consider the decomposition of other

configurations of linear programming models but will simply
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refer the reader to the references already cited. It 1s wort:
noting, however, that in the model we have considered we had

several subproblems which were 'tied' together by common

restraints. A similar block angular system results wiere we

have several subproblems winich are ‘tied' together by a few

common activities. It will be noticed, however, that tiails

latter model can be solved by using the above algorithm upon

the alternative duzl formulation of the problem.

Some Interpretations and Potential Implicatioans

of the Deconposition Principle

It is interesting to notice how we can regard the above
decomposition procedure as making use of the hierarchy of
interpretations of a situation to break up the model into
several submodels which are effectlvely related by a
level' extremal program or 'master program' as it is fre-
guently called., It seems legitimate to refer to this as a
righer level' model since the reader will notice taat th
mj resiraints in each of the n submodels are replaced by a
single restraint ia the master program. Also, it will be

s

noticed that the dual prices composing the pricing vector w
relate to the dual value of each of the n subproblems, not
as in the normal simplex procedure, to each restraint indi-
vidually,

The reader will =a2lso notice that the procedure is no:

resiricted to only two 'levels' but theoretically might be
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extended to deal with a large number of different levels.

The writer feels that we have in such decomposition
procedures a theoretical mathematical technique which is
closely allied to the procedures actually used by farmers.,
This 1s not to say that the farmers are consclously aware
of the overall nature of the processes they use, but 1t must
be admitted that there is a great similarity between the
iterative-type procedures which we have noticed that farmers
typically use and the way we can consider solving a linear
programming model by decomposing it in this way; then,
continually revising the solution by focusing first on one
submodel and then on another. Also, it is the writer's
opinion that the potential value of these decomposition
principles in farm management advisory work do not seem to
have been generally apprecliated. Surely 1t i1s in such
principles that we must seek the necessary theory required
to fully utilize the 'bewildering array' of submodels, which,
we mentioned earlier, have been formulated but, as yet,
largely unused, Surely, also, we have here a procedure which
might allow us to classify problem situations and the corre-
sponding models of them so that the adviser or extension
worker might utilize them to build bigger, more comprehensive
models for particular situations from these smaller 'building
blocks.' Also, it seems likely that the possible similarity

of these submodels with the hierarchy of submodels perceived
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mentally by the farmer might render these procedures more
acceptable to the farmer and more easily incorporated into

his declision-making procedures.
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IMPLICATIONS AND RESULTS
FOR THE EXTENSION WORKER AND MANAGEMENT SPECIALIST

The objective for this chapter will be to concentrate
upon some of the more interesting and lmportant concepts
which have arisen in the course of discussion and to
emphasize the implicatlons of these céncepts in agricultural

extension.

Implications of the Conceptualization

of the Farmer's Mental Equipment

We have seen how a useful conceptuallzation of the
management process as carried out by farmers 1is provided
by the concept of a reflective goal-changing organization
with a vast memory store and an extremely well-developed
perceptual apparatus. The greatest inadequacles of the farm=-
er seem to lie in his inabllity to carry out logical and com=-
binatorial manipulations of the elements in his memory.

We have, also, seen that the farmer's limitations in
performing these loglcal and combinatorial manipulations has
many far-reacning implications. Thus, for example, the
processes of economic development and the lnvention of the
electronic computer, with its amazing computational abilities,
are likely to motivate the existence in the future of comput-
erized services for farmers to assist in these processes,

The computational limitations of the farmer's mental
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capaclty can be seen to lead to more detalled and more
interesting implications, however, Thus, we can see how
they lead to a complex hierarchy of interpretations about
elements of a problem situation and also result in farmer
behavior which is somewhat less than completely rational.

It follows from these two observations that we can regard
the problem situation facing the farmer as two related sub-
problems - the consumption subproblem and the production
subproblem, and in order to conceptualize the problem
situation facing him, the farmer formulates a complex hler=-
archical structure of deterministic submodels. And, in order
to bulld and solve these deterministic submodels, the farmer
often has to make the dangerous and undesirable simplifying

assumption of certainty.

Al ternative Formulations of the Criterion

by Farmers and Economlsts

It 1s seldom desirable that the advisory worker should
concern himself wlith the solution of the consumption sub=
problem since this 1s normally regarded as the private domain
of the farmer. However, the optimal solution to the produc-
tion problem is highly dependent upon the solution to'the
consumption problem and for this reason we need to distingulsh
two ways of conceptualizing the criterion for the production
subproblem,

(1) The farmer's conceptualization as a set of fixed
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goals for production; these corresponding to
the farmer's existing solution to his inter-
pretation (or mental 'model') of the

consumption and production problems he faces.

(11) The economists or extension worker's concep-
tualization as a functional criterion
reflecting the value to the farmer of each
possible solution to the problem,

If the economist or extension worker, etec., is to be
able to build and solve a model of the farmer's production
problem independently of the consumption problem, he must

agree upon an appropriate functional criterion with the

farmer,

If an appropriate functional criterion can be developed
then a mathematical programming problem results which
(given the assumptions of continuity and decreasing returns)

can be solved by iterative computational algorithms,
Alternative Formulations of the Problem Solving Process

It is interesting to notice how we can regard many of
the algorithms as following the characteristic problem
solving processes of (1) problem recognition, (ii) problem
definition, (iiil) problem solution, but in order to concept=-
ualize these processes more precisely, it is suggested that
they should be thought of as corresponding to the proﬁesses

of (1) recognizing the inadequacy of an existing model and

its solution, (ii) revising the model to account for the
inadequacy, and (iii) computing the solution implied by the

revised model. And, 1t seems this applies to both mental
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and 'computer' models,

The Difflculties of Problem Definition

for the Management Specialist

An often recognized difficulty which is encountered in
advisory work is that of an ill-defined problem. We can see,
however, that this may be conceptualized as the lack of
(1) structural, or, 'qualitative' specification of the
implied model and (ii) numerical or 'quantitative' specifica-
tion of the implied model. Also, there seems to be a compiete
range of 'ill-definedness' of problems from the problem which
is defined neither qualitatively nor quantitatively, to the
problem which is defined only qualitatively and to the problem
which is defined both qualitatively and quantitatively.

It would seem to be the advisory worker's utopia that he
should be provided with quallitatively defined problems by
the farmer and then be relied upon to quantify the model and
return the quantitatlive solution to him. However, this will
seldom, 1f ever, be possible since the processes of problem,
recognition, definition and solution are, theoretically at
least, iterative and cyclical processes, Tne best that the
advisory worker can hope for, therefore, seems to be a
relatively well defined criterion function and some idea of
the degree of detail which he should employ in building and

solving his model of the problem situation,
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It is important to note in this content that the process
of defining a problem seems to precede that of recognizing it
as one, Thus, in our linear programming example of Chapter
11, we saw how quantitatively defined data concerning otner
variables and restraints was necessary to be able to recog-
nize an inadequacy in our 'model' of basis vectors.

We can see, simllarly, that it is only by examining his
'past experience' and other data that the farmer can recognize
a problem., This examination requires much effort, however,
and it is probablf for this reason that problems often go
unnoticed.

We can see, also, that until the perceptual apparatus
and memory capacity of computers can be improved it i1s unlike-
ly that they will be of much use in recognizing and defining

problems. But potentially, they seem guite capable of carry=-

ing out these processes. That is, 1t seems that the solution
of ill-defined problems is likely to remain for many years a

process requiring human involvement.

The Potential for Explolitation

of the Hierarchy of Interpretations

The potential uses of the hierarchical structure of
related subsets of elements commonly used by farmers (and
human mental processes in general) to interpret their environ-
ment seem to hold out much potential for exploitation in

computerized problem solving processes. Two such advantages
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provided by this structure come from (i) improvements in
efficlency of storage and retrieval of data and (i1) poten=-
tialities to decompose the overall model of the problem
situation into related submodels at all levels of detall,.
This latter advantage also seems to imply a potentiality

for aggregating and making better use of the present bewlil-
dering array of submodels which have been formulated by many

research and extenslion workers.
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SUMMARY

In the earlier chapters we examined the forces under-
lying economic development and noted that together with the
advent of the computer these are likely to motivate the
exlstence of computerized information processing services
for farmers. Thls is deemed sufficient reason for formula-
ting a revised concept of the farmer's management processes

as an information processing organization. We noted many

implications of the limited capacity of the farmer to
perceive and process information and the implications which
resulted from the greater speed and accuracy of computers
in processing information,

We then examined some of the mental procedures utilized
to solve problems and the differences which seemed to exist
depending upon the degree of definition surrounding the
problem, Also, we noticed the way in which computers could
slmilarly be used to solve problems, particularly well=-de=-
fined ones.

In Chapter 5 we conslidered several formulations of the
elements characterizing problem situations and developed
nomenclature for use later., Then in Chapter 6 we briefly
considered some of the effects of imperfect knowledge con=-
cerning the elements of a real world problem situation and
some methods which are used for dealing with 1t: We par-

ticularly noted the simplifications and dangers arising out
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of the use of the assumption of certainty but, noted also,
that it seems to be a common assumption used by farmers.
For this reason little consideration was given to more
sophisticated procedures designed to take account of risk
and uncertainty.

We saw the general form of the hierarchical mental
model which seems to be used by farmers in Chapter 7. Also,
we considered some reasons why it should exist in this form
and some of the advantages which were to be gained from 1t.
We then saw how, as a consequence of the hierarchy of thils
structure, we could consider the consumption and production
subproblems separately and how the existing solutions to
the farmer's mental model give rise to the goals for pro=-
duction.

In Chapter 9 we considered the mathematical programming
model as the model which described our problem situation
under the assumption of certalnty. We also considered how,
given the assumptions of continuity, concavity and feasibil=
ity, algorithms were avallable which enabled its solution.

We saw how the theory about the saddle point allowed us
to consider the solution to a problem as consisting of two
parts, the action or 'allocation decision' and the imputed
dual prices. Then, in Chapter 10, we saw how both parts
were necessary to enable problems to be recognized.

It was consldered worthwhile to discuss in Chapter 11

the way 1n which the majority of mathematical programming
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algorithms could be regarded as carrying out, in an iterative
cyclical procedure, the processes of problem recognition,
definition and solution, We saw how all three processes
seemed most frequently to be inextricably intertwined since
most problems recognized are ill-defined to some extent. We
noted how it seemed that the processes of recognizing and
defining problems could only be carried out in relation to
an existing model and its solution.

In Chapter 12 we saw how the concepts we had derived
allowed us to conceptualize an i1ll-defined problem as one
which did not completely define the model it implied.

Next, having seen in Chapter 11 how the mathematical
programming algorithms could only assist in structural
definition of models, we refer in Chapter 13 to the processes
involved in the gquantitative definition of models, noting,
particularly, also, the potential for using the computer to
derive the quantitative data from historical data recorded
via the farmer's excellent perceptual apparatus.

Finally, as a directive for further study, we briefly
reviewed in Chapter 14 some work which has been done upon
the principles of decomposition. We pointed out some reasons
why this appears to be a fertile area for future study.

Chapter 15 was given to isolating some of the more
interesting concepts which arose in the study and to indicat-
ing their implications for the management specialist.

It 1s hoped that the concepts developed and discussed
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may be of use 1n asslsting agriculture to adjust to the
forces of change which result from economic development,
In particular, it 1s hoped that the discussion will facjilitate
a speedy incorporation of the innovations of operations

research into the everyday managerial processes of farmers.
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